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Dear Participants and Researchers, 

Welcome to the book of abstracts for SoCTA2025! In this compilation, we embark on a journey through the 

diverse realms of soft computing, exploring its profound importance in addressing real-life challenges. 

It is with great pride and enthusiasm that we welcome you to the 10th International Conference on Soft 

Computing: Theories and Applications (SoCTA2025), being hosted by Malaviya National Institute of Technology 

Jaipur (MNIT), Punjab, from December 27–29, 2025. This prestigious conference has become a cornerstone 

for researchers, academicians, and practitioners to converge and exchange pioneering ideas in the ever-

evolving field of soft computing and its multidisciplinary applications. 

Soft computing has emerged as a crucial domain in addressing complex and dynamic real-world problems, 

blending computational techniques such as fuzzy logic, neural networks, evolutionary algorithms, and 

machine learning. SoCTA2025 provides a platform for exploring these advancements and their integration 

into areas such as data analytics, optimization, artificial intelligence, healthcare, environmental sciences, 

and smart systems. The focus of this year’s conference is on fostering innovative solutions to contemporary 

challenges through theoretical and practical insights. 

This year, SoCTA2025 has received an overwhelming response from researchers across the globe, with a 

multitude of submissions showcasing cutting-edge research and novel applications. The diversity and quality 

of contributions reflect the growing relevance of soft computing techniques in addressing societal and 

industrial needs. These abstracts represent a glimpse into the rigorous research and thought-provoking 

discussions that the conference promises to offer. 

We are honored to host a distinguished lineup of keynote speakers, renowned in the field of soft computing, 

who will share their invaluable perspectives and inspire the next generation of researchers. The technical 

sessions, panel discussions, and workshops are carefully curated to provide an enriching experience for 

participants, fostering collaborations and opening new avenues of exploration. 

On behalf of the organizing committee, we extend our heartfelt gratitude to all the authors, reviewers, and 

session chairs whose dedication and contributions have been instrumental in making SoCTA2025 a success. 

Our sincere thanks also go to MNIT Jaipur for providing a conducive environment for this academic endeavor 

and to our sponsors for their unwavering support. 

We hope that SoCTA2025 will serve as a catalyst for innovation, learning, and networking. May the 

discussions and interactions during this conference ignite ideas that contribute to the advancement of soft 

computing and its impactful applications. 

We wish all participants a fruitful and engaging experience at SoCTA2025 in the vibrant city of Jalandhar. 

Warm regards, 

Organizing Committee - SoCTA2025 

 

 

 



   
SoCTA (Soft Computing: Theories and Applications) is now 10 years young International conference.  

The objective of SoCTA is to provide a common platform to researchers, academicians, scientists and 

industrialists working in the area of soft computing to share and exchange their views and ideas on the 

theory and application of soft computing techniques in multi-disciplinary areas. 

The aim of the conference is to highlight the latest advances, problems and challenges and to present the 

latest research results in the field of soft computing with a link to scientific research and its practical 

implementation. SoCTA especially encourages the young researchers at the beginning of their career to 

participate in this conference and invite them to present their work on this platform.  

Previous SoCTA conference was successfully organized at the following venues: 
SoCTA2016: Amity University Rajasthan, Jaipur, India.   (December 28-30, 2016) 
SoCTA2017: Bundelkhand University Jhansi, Uttar Pradesh, India.  (December 22-24, 2017) 
SoCTA2018: Dr B R Ambedkar NIT, Jalandhar, Punjab, India.  (December 21-23, 2018) 
SoCTA2019: National Institute of Technology, Patna, Bihar, India.  (December 27-29, 2019) 
SoCTA2020: In Virtual Mode (due to pandemic COVID-19).   (December 25-27, 2020) 
SoCTA2021: Indian Institute of Information Technology Kota, India.  (December 17-19, 2021) 
SoCTA2022: Himachal Pradesh University Summerhill, Shimla, India.  (December 16-18, 2022) 
SoCTA2023: Indian Institute of Information Technology Una, India.  (December 24-26, 2023) 
SoCTA2024: Malaviya NIT Jaipur, India.      (December 27-29, 2022) 
 
 
10th in the series, SoCTA2025 held at Dr B R Ambedkar National Institute of Technology Jalandhar, Punjab, 
INDIA in hybrid mode during December 27 – 29, 2025. 
 
SoCTA2025 is organized in technical collaboration with Dr B R Ambedkar NIT, Jalandhar, Punjab, India; 
Shobhit Deemed University Meerut and Science, Technology, Engineering and Management (STEM) – 
Research Society.  
 
The conference had 11 keynote lectures presented by eminent academicians and practitioners from different 
parts of the world. Totally, 100 technical papers under 12 different themes of the conference were presented 
during the conference in 18 oral presentation sessions.  We are thankful to Springer Plc., for giving us 
opportunity to publish the proceedings in Lecture Notes in Networks and Systems (LNNS). All papers 
submitted to SoCTA2025 had undergone a peer-review process and subsequently revised before being finally 
accepted. 
 
The credit of the success of the SoCTA Series, goes to our Mentors, Keynote & Invited Speakers, Chief Guests, 
Guest of Honor(s), Members of the advisory board (National & International), Program Committee members, 
Springer Team as a publishing partner (in particular Mr. Aninda Bose, Executive Editor – Interdisciplinary 
Applied Sciences; Research Publishing – Books), all the Author(s), participants and the reviewer’s board. We 
sincerely appreciate your continued support, encouragement and trust in us.  We look forward to have this 
wonderful support in the coming SoCTA Series as well. 
 
We are glad to inform you that the next in the SoCTA Series i.e. SoCTA2025 is scheduled at Dr B R Ambedkar 
National Institute of Technology Jalandhar, Punjab, India.  
Looking forward to have your significant contribution in SoCTA Series… 







Message for the Book of Abstracts  

 

 

I am happy to know that the 10th edition of International Conference on Soft Computing 

Theories and Applications (SoCTA-2025) is being organised to bring researchers together in 

the areas of soft computing, artificial and machine intelligence, embedded systems, and 

automation. 

I extend my best wishes for the success of this conference, and believe that it shall definitely 

benefit the participating scholars and researchers. 

 

 

रजत मूना / Rajat Moona 

ननदेशक / Director  

एवं / and 

"सुधीर कु. जैन चयेर" प्रोफेसर / "Sudhir K. Jain Chair" Professor  

संगणक ववज्ञान एवं अभियातं्रिकी / Computer Science and Engineering  

िारतीय प्रौद्योगगकी ससं्थान गांधीनगर / Indian Institute of Technology Gandhinagar 
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It is my pleasure to welcome all the participants to the 10th International Conference on Soft 
Computing: Theories & Applications (SoCTA 2025), to be held at Dr. B. R. Ambedkar NIT Jalandhar 
(27–29 December 2025). This Book of Abstracts captures a broad spectrum of high-quality research 
contributions across Soft Computing, Artificial and Machine Intelligence, Social Intelligence, 
Embedded Systems, And Automation, all focused on advancing indigenous, application-oriented 
solutions under this year’s theme “UDAAN: Upgrading Defense Automation for Advanced National 
Security.” For a decade, SoCTA has served as a trusted forum for cross-disciplinary exchange 
between academia, industry, and defense practitioners. The papers and abstracts included here 
reflect both foundational advances and practical innovations from medical imaging and precision 
agriculture to autonomous systems, multi-sensor fusion, cybersecurity, and defense automation. I 
congratulate the authors for their scientific rigour and creativity, and extend heartfelt thanks to our 
invited speakers, session chairs, reviewers, technical committee, sponsors, and the entire organizing 
team for their dedication to scholarly excellence and smooth execution. 

All participants, especially early-career researchers and student authors should use this platform to 
forge collaborations, pursue translational research, and accelerate the development of home-grown 
technologies that address national priorities. This year we are pleased to introduce DroneOlympics as 
an international challenge event, which will give participants hands-on exposure to real-time 
implementation in scenarios such as disaster management. May the discussions and interactions at 
SoCTA 2025 spark new ideas, partnerships, and solutions of lasting impact. 

With best wishes for a stimulating and productive conference,Wishing you a rewarding and 
stimulating conference. 

              With Regards 

 

        (Manoj S Gaur) 

 



 
Message  

 

 It is my pleasure to welcome you to the 10th International Conference on Soft Computing: Theories & 

Applications (SoCTA 2025), to be held at Dr. B. R. Ambedkar NIT Jalandhar (27–29 December 2025). This 

Book of Abstracts captures a broad spectrum of high-quality research contributions across soft computing, 

artificial and machine intelligence, social intelligence, embedded systems, and automation, all focused on 

advancing indigenous, application-oriented solutions under this year’s theme “UDAAN: Upgrading Defense 

Automation for Advanced National Security.” For a decade, SoCTA has served as a trusted forum for cross-

disciplinary exchange between academia, industry, and defense practitioners. The papers and abstracts included 

here reflect both foundational advances and practical innovations from medical imaging and precision 

agriculture to autonomous systems, multi-sensor fusion, cybersecurity, and defense automation. I congratulate 

the authors for their scientific rigour and creativity, and extend heartfelt thanks to our invited speakers, session 

chairs, reviewers, technical committee, sponsors, and the entire organizing team for their dedication to scholarly 

excellence and smooth execution. 

I encourage all participants, especially early-career researchers and student authors to use this platform 

to forge collaborations, pursue translational research, and accelerate the development of home-grown 

technologies that address national priorities. This year we are pleased to introduce DroneOlympics as an 

international challenge event, which will give participants hands-on exposure to real-time implementation in 

scenarios such as disaster management. May the discussions and interactions at SoCTA 2025 spark new ideas, 

partnerships, and solutions of lasting impact. 

With best wishes for a stimulating and productive conference,Wishing you a rewarding and stimulating 

conference. 

 

 

           (RAJEEV AHUJA) 

 



 

MESSAGE 

It is my pleasure to welcome you to the 10th International Conference on Soft Computing: Theories & 
Applications (SoCTA 2025), to be held at Dr. B. R. Ambedkar NIT Jalandhar (27–29 December 2025). 
This Book of Abstracts captures a broad spectrum of high-quality research contributions across soft 
computing, artificial and machine intelligence, social intelligence, embedded systems, and automation, all 
focused on advancing indigenous, application-oriented solutions under this year’s theme “UDAAN: 
Upgrading Defense Automation for Advanced National Security.” For a decade, SoCTA has served as a 
trusted forum for cross-disciplinary exchange between academia, industry, and defense practitioners. The 
papers and abstracts included here reflect both foundational advances and practical innovations from 
medical imaging and precision agriculture to autonomous systems, multi-sensor fusion, cybersecurity, and 
defense automation. I congratulate the authors for their scientific rigour and creativity, and extend heartfelt 
thanks to our invited speakers, session chairs, reviewers, technical committee, sponsors, and the entire 
organizing team for their dedication to scholarly excellence and smooth execution. 

I encourage all participants, especially early-career researchers and student authors to use this platform to 
forge collaborations, pursue translational research, and accelerate the development of home-grown 
technologies that address national priorities. This year we are pleased to introduce DroneOlympics as an 
international challenge event, which will give participants hands-on exposure to real-time implementation 
in scenarios such as disaster management. May the discussions and interactions at SoCTA 2025 spark 
new ideas, partnerships, and solutions of lasting impact. 

With best wishes for a stimulating and productive conference,Wishing you a rewarding and stimulating 
conference. 
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Message 

It gives me immense pleasure to extend my heartfelt congratulations on the occasion of the 10th 

International Conference on Soft Computing Theories and Applications (SoCTA-2025). This 

landmark edition is not only a celebration of a decade of scholarly excellence but also a tribute 

to the collective vision, dedication, and collaboration that have shaped SoCTA into a 

distinguished global forum. 

I fondly recall my participation as a Keynote Speaker at SoCTA-2018 held at Dr. B. R. 

Ambedkar NIT Jalandhar. The warmth of the organizers, the enthusiasm of the participants, 

and the intellectual vibrancy of the discussions left a lasting impression on me. It is gratifying 

to see how the conference has grown in scale, depth, and impact since then, continuously 

fostering innovation, interdisciplinary dialogue, and cutting-edge research in soft computing. 

As SoCTA steps into its 10th year, this milestone symbolizes not just continuity but also 

evolution—an ongoing commitment to advancing knowledge, nurturing young researchers, and 

addressing complex real-world challenges through the lens of soft computing. The revisiting of 

contributions from keynote speakers, esteemed guests, and collaborators resonates deeply with 

the ethos of gratitude and shared achievement. 

I commend the organizers of SoCTA-2025 and the host institution, Dr. B. R. Ambedkar NIT 

Jalandhar, for their unwavering dedication in sustaining this remarkable journey. I am confident 

that this edition will spark new insights, foster meaningful collaborations, and inspire the next 

wave of innovation. Thanks to the untiring, dedicated and sincere efforts of the organizers, 

especially Dr.Om Prakash Verma, Dr.Tarun K. Sharma and Dr.Jitendra Rajpurohit, the SoCTA 

conferences have been a remarkable success. Many congratulations to them for hosting the 

conference! 

My best wishes for the grand success of SoCTA-2025. May the conference continue to 

illuminate pathways for research and enrich the global scientific community for many years to 

come. 

Warm regards 

Ajit Kumar Verma, Professor,                                                                                                                                     

Western Norway University of Applied Sciences, Haugesund, Norway 
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MESSAGE

It is my pleasure to welcome you to the 1Oth lnternational Conference on Soft
Computing: Theories & Applications (SoCTA2025), to be held at Dr. B. R. Ambedkar
NIT Jalandhar (27-29 December 2025). This Book of Abstracts captures a broad
spectrum of high-quality research contributions across soft computing, artificia! and
machine intelligence, social intelligence, embedded systems, and automation, all
focused on advancing indigenous, application-oriented solutions under this year's
theme "UDAAN: Upgrading Defense Automation for Advanced National Security." For
a decade, SoCTA has served as a trusted forum for cross-disciplinary exchange
between academia, industry, and defense practitioners. The papers and abstracts
included here reflect both foundational advances and practical innovations from
medical imaging and precision agriculture to autonomous systems, multi-sensor
fusion, cybersecurity, and defense automation. I congratulate the authors for their
scientific rigour and creativity, and extend heartfelt thanks to our invited speakers,
session chairs, reviewers, technical committee, sponsors, and the entire organizing
team for their dedication to scholarly excellence and smooth execution.

I encourage all participants, especially early-career researchers and student
authors to use this platform to forge collaborations, pursue translational research, and
accelerate the development of home-grown technologies that address national
priorities. This year we are pleased to introduce Drone Olympics as an international
challenge event, which will give participants hands-on exposure to real-time
implementation in scenarios such as disaster management. May the discussions and
interactions at SoCTA 2025 spark new ideas, partnerships, and solutions of lasting
impact.

With best wishes for a stimulating and productive conference. Wishing you a
rewarding and stimulating conference.

\.J^I _-4\ )
(Karunesh Mrar Shukla)
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Jabalpur, dated 28th November 2025

Message

It is a matter of great pleasure that the 10th International Conference on Soft Computing: 

Theories & Applications (SoCTA 2025), is being organized during 27–29 December 2025 at 

Dr. B. R. Ambedkar NIT Jalandhar (27–29 December 2025). 

This Book of Abstracts captures a broad spectrum of high-quality research contributions 

across soft computing, artificial and machine intelligence, social intelligence, embedded 

systems, and automation, all focused on advancing indigenous, application-oriented 

solutions under this year's theme “UDAAN: Upgrading Defense Automation for Advanced 

National Security.” For a decade, SoCTA has served as a trusted forum for cross-disciplinary 

exchange between academia, industry, and defense practitioners. The papers and abstracts 

included here reflect both foundational advances and practical innovations from medical 

imaging and precision agriculture to autonomous systems, multi-sensor fusion, cyber 

security, and defense automation. I congratulate the authors for their scientific rigour and 

creativity, and extend heartfelt thanks to our invited speakers, session chairs, reviewers, 

technical committee, sponsors, and the entire organizing team for their dedication to 

scholarly excellence and smooth execution.

I encourage all participants, especially early-career researchers and student authors to use 

this platform to forge collaborations, pursue translational research, and accelerate the 

development of home-grown technologies that address national priorities. This year we are 

pleased to introduce Drone Olympics as an international challenge event, which will give 

participants hands-on exposure to real-time implementation in scenarios such as disaster 

management. May the discussions and interactions at SoCTA 2025 spark new ideas, 

partnerships, and solutions of lasting impact.

With best wishes for a stimulating and productive conference, Wishing you a rewarding and 

stimulating conference.

Prof. Bhartendu K Singh 
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Message 

It is my pleasure to welcome you to the 10th International Conference on Soft Computing: 
Theories & Applications (SoCTA 2025), to be held at Dr. B. R. Ambedkar NIT Jalandhar 
(27–29 December 2025). This Book of Abstracts captures a broad spectrum of high-
quality research contributions across soft computing, artificial and machine intelligence, 
social intelligence, embedded systems, and automation, all focused on advancing 
indigenous, application-oriented solutions under this year’s theme “UDAAN: Upgrading 
Defence Automation for Advanced National Security.” For a decade, SoCTA has served 
as a trusted forum for cross-disciplinary exchange between academia, industry, and 
defence practitioners. The papers and abstracts included here reflect both foundational 
advances and practical innovations from medical imaging and precision agriculture to 
autonomous systems, multi-sensor fusion, cybersecurity, and defence automation. I 
congratulate the authors for their scientific rigour and creativity, and extend heartfelt 
thanks to our invited speakers, session chairs, reviewers, technical committee, sponsors, 
and the entire organizing team for their dedication to scholarly excellence and smooth 
execution. 

I encourage all participants, especially early-career researchers and student authors to 
use this platform to forge collaborations, pursue translational research, and accelerate 
the development of home-grown technologies that address national priorities. This year 
there is an introduction of Drone Olympics as an international challenge event, which will 
give participants hands-on exposure to real-time implementation in scenarios such as 
disaster management. May the discussions and interactions at SoCTA 2025 spark new 
ideas, partnerships, and solutions of lasting impact. 

I convey my best wishes for a stimulating and productive conference.  

Wishing you a rewarding and stimulating conference. 

 

(K K Pant) 



 

 

Message 
 

  
 
 

 
  
I am looking forward to an interesting and successful conference which brings together people from 
all over the world to exchange and discuss ideas in the field of soft computing. This is the 10th 
edition of the conference “International Conferences on Soft Computing: Theories and Applications 
(SoCTA 2025)” to be held in hybrid mode during 27 – 29 December 2025 and it is a delight to see the 
event growing every year. 
 
I take this opportunity to congratulate the organizing committee of SoCTA and all those associated 
members who have worked hard in organizing this conference for 10 years.   
 
The conference is the perfect forum for researchers to network, collaborate and meet world 
renowned experts to learn, share and solve problems through discussion. I expect several high- 
quality deliberations from specialists which will help students and young researchers to learn. 
 
I convey my warm greetings to all the participants and congratulate organizing members for grand 
success of the event. 
 
All the best, 
 

 
 
Aninda Bose 
Executive Editor – Interdisciplinary Applied Sciences 
Research Publishing – Books 
 
Springer Nature Limited 
The Campus, 4 Crinan Street, London N1 9XW 
www.springernature.com 
 



   

Message from the Conveners 
It is our great pleasure to welcome you to the 10th International Conference on Soft Computing: Theories and 
Applications (SoCTA2025) at Dr B R Ambedkar National Institute of Technology Jalandhar, Punjab, INDIA. Soft 
Computing methods are increasingly applied to solve problems in diverse domains. Hence SoCTA is 
appropriately conceived to offer a forum to bring all such applied researchers together under one umbrella.  

There is no SoCTA Series without the quality contributions made by the authors. In addition SoCTA2025 is 
very fortunate to have so many top quality panel, keynote speakers and workshop organizers. We sincerely 
thank them all.   

We are particularly looking forward to the invited talks. We are delighted to have such a strong and varied 
series of plenary talks at the conference. The underlying philosophy motivating this conference, which has 
become a flagship forum in the area of Mathematics and Computer Science in general and in the area of Soft 
Computing in particular, has been to bring together researchers who apply, besides conventional traditional 
computing techniques, soft and other novel computing paradigms to problems and situations that have 
hitherto been intractable, complex, highly nonlinear and difficult to solve. Soft Computing is a cutting edge 
field of research in which one of the main inspirations for problem solving is based on, for example, natural 
or biological systems that tend to be decentralized, are adaptive and are known to be environmentally aware, 
and as a result they have survivability, scalability and flexibility properties. In addition to work on traditional 
serial computers, these researchers also exploit methods of efficiency with parallel computing techniques 
and tools to achieve high performance computing capabilities in their work. 

There are two further key features of this conference series that make this a unique event - i.e. these events 
are "go-green" environmentally friendly conferences where emphasis is on the quality of academic endeavor 
rather than spin and gloss; and these events see participation from large number of young researchers and 
particularly women scientists which is an important aspect if we are to increase female participation in STEM 
(Science, Technology, Engineering, and Mathematics) areas. Conferences like these are only possible thanks 
to the hard work of a great many people and the successful organization of SoCTA2025 has required the 
talents, dedication and time of many volunteers and strong support from program committee.  

Chairs of each event contributed exceptionally by attracting contributions, getting them reviewed, making 
accept and reject recommendations, developing the programs and so on. We also thank the National and 
International advisory committee. Publication of SoCTA2025 proceedings is not a simple task. Committee has 
contributed immensely. We are as ever grateful to the SpringerNature and Mr. Aninda Bose, Executive Editor 
for their dedication and professionalism in helping us produce what is an excellent and high-quality 
proceedings. 

We also give our sincere thanks to the competent authorities of MNIT Jaipur, Rajasthan and all our colleagues 
on the Organizing Committee for their sincere work and support throughout the year. It only remains for us 
to thank all of you for participating in the conference and helping to make it a success.  

We hope that all of you will benefit from the extensive technical program and establish long lasting 
interactions with fellow delegates at SoCTA2025.  

Dr. Tarun K. Sharma and Dr. Om Prakash Verma 
 

 



   

Invited Talks 
 

Prof. Lipo Wang 
Electrical and Electronic Engineering 

Nanyang Technological University,  
Singapore 

 
 

Prof. Lipo Wang is with the School of Electrical and Electronic Engineering, Nanyang Technological University, 
Singapore. His research focuses on artificial intelligence/machine learning for image and data processing. 
He has published over 400 papers, holds 2 patents, and has received more than 16,000 citations on Google 
Scholar. He has delivered over 50 keynote talks worldwide. 

He is Editor-in-Chief of the International Journal of Computational Intelligence and Applications, Senior Editor 
of IEEE Transactions on Systems, Man, and Cybernetics: Systems, and Associate Editor of IEEE Transactions 
on Neural Networks and Learning Systems. He has also served as Associate Editor or Editorial Board Member 
of more than 30 international journals, including two other IEEE Transactions, and as Guest Editor for over 10 
special issues. 

Prof. Wang was a member of the Board of Governors of the International Neural Network Society, the IEEE 
Computational Intelligence Society (CIS), and the IEEE Biometrics Council. He served as CIS Vice President 
for Technical Activities and as Chair of the Education Committee of the IEEE Engineering in Medicine and 
Biology Society (EMBS). He was President of the Asia-Pacific Neural Network Assembly (APNNA, now APNNS) 
and received the APNNA Excellent Service Award. He was the founding Chair of both the EMBS Singapore 
Chapter and the CIS Singapore Chapter. 

 

Dr. Swagatam Das 

Professor - Electronics and Communication Sciences Unit (ECSU) 
ISI Kolkata, India 

 

 

Title of the Talk: Multi-modal and Non-stationary Optimization with Differential Evolution: Some Recent 
Approaches and Applications 

Swagatam Das earned his B.E. in Electronics and Telecommunications Engineering, M.E. with a specialization 
in Control Engineering, and Ph.D.(Engineering) degrees from Jadavpur University, India, in the years 2003, 
2005, and 2009, respectively. He is currently a professor at the Electronics and Communication Sciences Unit 
(ECSU) of the Indian Statistical Institute, Kolkata, India. He is also serving as the Professor-in-Charge of the 



   
Computer and Communication Sciences Division (CCSD) of his Institute for the term 2024 - 26. He previously 
held the position of Professor and Deputy Director at the Institute for Advancing Intelligence (IAI), TCG CREST, 
Kolkata, India, from April 01, 2023, to March 31, 2024. His research interests encompass deep learning and 
non-convex optimization, and he has published over 400 research articles in peer-reviewed journals and 
international conferences. Dr. Das is the founding Co-Editor-in-Chief of Swarm and Evolutionary 
Computation, an international journal by Elsevier. He has served or is currently serving as an Associate Editor 
for several prominent journals, including the IEEE Transactions on Neural Networks and Learning Systems, 
IEEE Transactions on Cybernetics, IEEE Transactions on Evolutionary Computation, Pattern Recognition 
(Elsevier), Neurocomputing (Elsevier), Information Sciences (Elsevier), IEEE Trans. on Systems, Man, and 
Cybernetics: Systems, among others. He is a member of the editorial board of Information Fusion (Elsevier), 
Progress in Artificial Intelligence (Springer), Applied Soft Computing (Elsevier), Engineering Applications of 
Artificial Intelligence (Elsevier), and so on. Dr. Das has received over 35,500 Google Scholar citations and an 
H-index of 90 to date. He has actively participated in the program committees and organizing committees of 
renowned international conferences such as NeurIPS, AAAI, AISTATS, ACM Multimedia, BMVC, IEEE WCCI, 
GECCO, and more. He currently serves as an ACM Distinguished Speaker. He received the 2012 Young Engineer 
Award from the Indian National Academy of Engineering (INAE) and the 2015 Thomson Reuters Research 
Excellence India Citation Award for being the highest-cited researcher in Engineering and Computer Science 
in India between 2010 and 2014. 

 

 

Prof. Rajesh Kumar 
Professor of Artificial Intelligence,  

University of Johannesburg, MNIT Jaipur 

 

 

Rajesh Kumar (SMIEEE, Fellow IET(UK), Fellow IE(I), Fellow IETE, LMCSI, LMISTE) received the B.Tech. (Hons.) 
degree in Electrical Engineering from the National Institute of Technology (NIT), Kurukshetra, India, 1994, the 
M.E. (Hons.) and Ph.D. degrees in Power Systems and Intelligent Systems from the Malaviya National Institute 
of Technology (MNIT) Jaipur, Rajasthan, India 1997, and 2005 respectively. He was a Postdoctoral Research 
Fellow with the Department of Electrical and Computer Engineering, National University of Singapore (NUS), 
Singapore, from 2009 to 2011. Currently, He is working as a Professor of Artificial Intelligence at the 
Department of Human Anatomy and Physiology, Faculty of Health Sciences, University of Johannesburg, 
South Africa and a Professor in the Department of Electrical Engineering, and Artificial Intelligence and Data 
Engineering, MNIT, Jaipur, India. His research interests focus on Intelligent Systems, Data Driven algorithms 
and Computational Neuroscience, Energy, and Healthcare. He holds 20 patents/patent applications and has 
published over 750 research articles in international conferences and journals. He has supervised 38 Ph.D. 
and more than 60 masters theses. He has received several academic, best papers, best theses, and 
professional awards. He was felicitated with the Career Award for Young Teachers in 2002 by the Government 
of India. He has delivered over 350 keynotes/expert talks at conferences, faculty development programs, and 
workshops 



   
 

Dr. Vaibhav Gupta 
IRDE, DRDO 

Ministry of Defense, GOI 

Dehradun 

 

 

Dr. Gupta, obtained his M.Sc. in Computer Science from MD University, Rohtak in 2002, M.Phil. Computer 
Science from Madurai Kamaraj University, Madurai in 2005 and P.hD. in Computer Science Engineering with 
Specialization in Neural Networks from Uttarakhand Technical University, Dehradun in 2021. DRDO He joined 
DRDO in 2002 at DRDO Delhi where he played lead role in major routing centre and developed intelligent mail 
server and routing tables. He joined DRDO premium electro-optical laboratory IRDE Dehradun in June 2005. 
He started his work in the area of automation and developed AI based algorithms for detection and tracking, 
Bad weather imaging, generative image reconstruction, passive ranging and super resolution for electro-
optical systems. In 2016 he made significant achievement in the development of AI based battle tank detection 
system using artificial neural network approach for implementation of smart mines. During COVID Pandemic 
he has developed an intelligent system for fever detection from a safer distance using thermal imager among 
the crowd instantly for multiple persons. His important contributions includes development of automated 
VIPERS-HD for human detection during day/night conditions. Successful night trials were also conducted in 
Ladhak region at -25 celcius. In continuation to this VIPERS-AD (Anti Drone) has been developed with the 
capability to detect, track and classify miniature size flying object and UAV in the sky even in the pitch dark 
conditions using trajectory, acoustic and spatial models. As an eminent designer he has pushed himself 
beyond limits and achieved significant success in the development of AI based DRONE surveillance model to 
autonomously detect and classify various objects on the ground surface in the battle field region. He has also 
conceptualized a model for dropping of payload release mechanism using remote control operation or 
autonomously mounted on Drone. In his recent contributions he has also achieved facial recognition of 
humans from a substantial height through the optical sensor mounted on a flying Drone. The succesful trials 
were conducted at Uttrakhand Police Headquaters facility in Dehradun. He has been awarded patent for his 
contributions and published many research papers in the journals & conferences of high repute. He has been 
awarded DRDO Laboratory award for his outstanding contributions in the development of AI based systems 
in the year 2021. 

 

 

 

 

 

 



   
 

Prof. Arnav Bhavsar 
School of Computing and Electrical Engineering 

Indian Institute of Technology Mandi 
Kamand, Mandi (Himachal Pradesh), India 
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Dr. Arnav Bhavsar is Professor at Indian Institute of Technology Mandi. He has done his research in Computer 
Vision, Image and Signal Processing, and Machine Learning. His research work has been published in various 
international journals( IEEE PAMI, Springer IJCV, Elsevier CVIU) and conferences( e.g. BMVC, ICPR, ICIP, 
DAGM).He has served as a reviewer for various international journals( IEEE Trans. on Industrial Electronics, 
Elsevier PRL, Elsevier IVC, Elsevier CVIU, Elsevier Signal Processing, Optical Engineering, Information Fusion). 

 

 

 

Dr. Subrahmanyam Murala 
Electrical Engineering  
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Dr. Subrahmanyam Murala is an Associate Professor in Electrical Engineering at IIT Ropar, and a Post-
Doctoral Research role at the University of Windsor, Canada, from 2012 to 2014. With over ten years of post-
PhD research experience, Dr. Murala has significantly impacted the fields of computer vision and artificial 
intelligence. He established the Computer Vision and Pattern Recognition Laboratory (CVPR Lab), focusing on 
developing practical solutions for complex computer vision challenges. His research encompasses a range 
of areas including Computer Vision, Pattern Recognition and Machine Learning. 

 

 

 

 

 



   
 

 Dr. Drishti Yadav 
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University of Luxembourg 
Luxembourg 

 
 
 

Dr. Yadav, is a Research Associate at the Interdisciplinary Centre for Security, Reliability and Trust (SnT), 
University of Luxembourg. She received her B.E. (Bachelor of Engineering) degree in Electrical and 
Electronics Engineering from Chhattisgarh Swami Vivekananda Technical University, Bhilai, India in 2017, and 
her M.Tech (Master of Technology) degree in Control and Instrumentation Engineering from Dr B. R. Ambedkar 
National Institute of Technology Jalandhar, India in 2020. She completed her PhD in Computer Science at TU 
Wien, Vienna, Austria in November 2024, under the supervision of Prof Ezio Bartocci.Dr Yadav works with the 
Software Verification and Validation (SVV) group. Her research primarily revolves around fault-based testing 
and verification of safety-critical cyber-physical systems. She is also interested in control systems 
engineering and optimisation in general, with a soft spot for metaheuristics. She undertook a three-month 
research visit from February to April 2024 at the Department of Informatics, Systems, and Communication 
(DISCo), University of Milano-Bicocca, Italy, under the supervision of Prof Leonardo Mariani. She was awarded 
the “KUWI Grant” of TU Wien in 2024, for diploma and PhD theses and attending specialist courses abroad as 
part of her research. In 2023, she was recognised as a “TUW Under 30” honouree, listed among TU Wien’s 30 
most exciting people below 30 years with exceptional achievements. She worked as a University Assistant 
in the Cyber-Physical Systems (CPS) research group at the Faculty of Informatics, TU Wien, from October 
2020 to October 2024. She joined the University of Luxembourg in March 2025.  
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Dr. Rajeev Kanth received a Doctor of Science (D.Sc.) in Information and Communication Technology from the 
University of Turku, Finland, in 2013. He has been working as a Principal Lecturer (Yliopettaja- in Finnish) at 
the Savonia University of Applied Sciences, Finland, where he focuses on teaching and research on the 
Internet of Things (IoT). He has been an Adjunct Professor at the Department of Computing, University of 
Turku, Finland, and a Visiting Professor at Hebei University of Environmental Engineering, China. He is 
currently a senior member of the IEEE. Previously, he worked at the Indian Space Research Organization 
(ISRO), Ahmedabad, India, and the Royal Institute of Technology (KTH), Stockholm, Sweden, where he was a 



   
researcher and a senior research scientist, respectively. He has over 25 years of experience working in 
academic and research institutions. His current research interests include the Internet of Things, big-data 
analytics, artificial intelligence, and wireless cloud and edge computing. He has published more than 95 
scientific articles in peer-reviewed conference proceedings and refereed computer science and 
communication technology journals. Some of the recent and ongoing research and development projects are 
UCNDRONE (funded by the Finnish Ministry of Education), VLEFACT (EU Erasmus Plus-funded project), and 
AIQUSEC (Business Finland). 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



   
 

 
 

The STEM-Research Society, a foundation is registered in the year 2020 to support and promote the research 
in the multidisciplinary domain under the able guidance of renowned academicians and researchers from 
India and abroad.  
 
The objective of the foundation is Scientific, Technical, Research and Educational in nature. The foundation 
strives to advance the theory, practice, and application of Science, Technology, and Engineering & 
Management and maintains a high professional standing among its members. The basic purpose of the STEM-
RS is to bring together Researchers, Academicians, Industrialists and Experts from different parts of the 
country and abroad to exchange the knowledge and ideas at a common platform by organizing National and 
International events such as Conferences, Seminars and Workshops that unite the Science, Technology, 
Engineering and Management and topics which are not mentioned here for the empowerment of research 
and development. 
 
Vision 
The STEM-RS foundation will build a dynamic, interactive, global community of researchers, academicians 
and industrialists to advance excellence in Science, Technology, Engineering and Management. 
 
Mission 
The STEM-RS is a foundation of interested peoples worldwide that promotes research for the advancement 
of society in various spheres and the quality of life. 
 
Values 
Being visionary, dynamic, interdisciplinary, inclusive, egalitarian and promoting research in all spheres of 
human life. 
 
Diversity Statement 
Diversity drives innovation. STEM-RS engage all demographic teams worldwide in advancing Science, 
Technology, Engineering and Management to improve the quality of life. 
 
Please keep visiting the website for recent updates: http://www.stemrs.in/  
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1 Novel Intellectual activities of software engineer based optimization 

algorithm 
Lenin Kanagasabai  

Prasad V. Potluri Siddhartha Institute of Technology  
gklenin@gmail.com  

 
Software engineers engross in an extensive assortment of intellectual activities predominantly 
concentrated on design, developing, and preserving the software structures. These undertakings 
comprise problem solving, rational thinking, algorithmic plan, software design, analysis, debugging, and 
constant learning. An important ability, rational thinking is vital for breaking down multifaceted tasks 
into minor, controllable steps, designing effectual algorithms, and debugging the code. Software design 
generates the complete assembly and architecture of a software structure, comprising diverse 
mechanisms interaction and work abilities. It necessitates a profound understanding of numerous design 
outlines and values. For solving various problems Software engineers design the algorithms, as step-by-
step procedures and apply the algorithms to solve the problems. Optimal intellectual activities of 
software engineer based algorithm are integrated with Taraxacum kok-saghyz algorithm. This 
integration increases the exploration competence of the procedure. Taraxacum kok-saghyz algorithm is 
centred on the effectual dispersion mechanism of Taraxacum kok-saghyz seeds. Taraxacum kok-saghyz 
is a perennial type of plant have yellow flower under the genus Taraxacum. Through the wind 
diminuendos, Taraxacum kok-saghyz simulates the extended distance dispersion of seeds. In all 
iterations each element in the swarm modernizes its location. In the course of initialization process, the 
Taraxacum kok-saghyz algorithm chooses the entity with smallest fitness rate as fresh candidate, viewed 
as the perfect position for Taraxacum kok-saghyz seed development. In the course of better climate 
conditions weather rendering to wind swiftness, Taraxacum kok-saghyz seeds will passage to distant 
areas and in the process this activity stresses the exploration. 
 

 
116 Support Vector Machine-Lyapunov Control for Nonlinear Cluster 

Synchronization 
Dr. KIRUBA BURI R (University College of  Engineering Pattukkottai)*; Dr. Swaminathan K (Dept of ECE,  
SRM Institute of Science & Technology , Ramapuram Campus, Chennai-600089); Dr. Arivazhagi  A (Dept of 

CSE, University College of Engineering,  Kathankudikadu, Ariyalur -621731); Balasankar  L (University VOC 
college of engineering  Anna university (thoothukudi campus) Thoothukudi -628008) R, Dr. KIRUBA BURI*; 

K, Dr. Swaminathan; A, Dr. Arivazhagi ; L, Balasankar 
 
The identifying of clusters and the synchronization of dynamics in interconnected nonlinear systems are 
the most critical to the stable and optimized operation of a variety of networked applications including 
power utilities, neural arrays and robot communities. For this purpose, the introduced way in this paper 
is combining Support Vector Machine (SVM) control with Lyapunov stability criteria to propose a robust 
cluster synchronization solution in such systems. The idea of the configured application, which is SVM-
Lyapunov Cluster Control (SVM-LCC), is that it utilizes the concept of supervised learning in forecasting 
the condition of a dynamic system and in optimizing the controller. By using SVM we are able to classify 
and learn new patterns of system behaviour, thus producing control inputs of the highest possible 
precision. Then with the help of Lyapunov stability theory, the devised control can be proven to be able 
to formally guarantee the stability of the interconnected nonlinear systems. The proposed algorithms 



   
provided confirmation that the new system not only had faster convergence to the synchronous state but 
it was also simpler in both terms, computational complexity and the real-time flexibility than the existing 
system. In theory and application, this method provides a comprehensive synchronies network of 
different nonlinear networks. 
 
 

198 Analysis of Multiple Machine Learning Schemes for Breast Cancer 
Recognition 

P, Vijay Anand *; Anand, L 
vijayanand.p@cmrit.ac.in*; anandl@srmist.edu.in 

 
This study focuses on analyzing breast cancer data using several machine learning algorithms. The 
dataset used is the Wisconsin dataset from the UCI repository, consisting of 1,000 records. The research 
evaluates the performance of four classifiers: Decision Tree, K-Nearest Neighbor (KNN), Random Forest, 
and Support Vector Machine (SVM). Early identification and diagnosis of breast cancer are crucial to 
improving survival rates, as breast cancer remains one of the leading causes of cancer-related deaths 
worldwide. Among these methods, KNN emerged as the most effective, as it outperformed the others 
based on accuracy and other performance metrics. This finding highlights KNN’s potential for reliable 
breast cancer classification, contributing to enhanced diagnosis and treatment strategies. The results 
suggest that advanced machine learning techniques, particularly KNN, can play a pivotal role in 
supporting early diagnosis and improving patient outcomes. 

 

 
205 Optimizing ANPR Systems in Smart Cities: A Comparative Study of 

Detection Methods 
Anika Mathur, Jyoti Rani" 
Manipal University Jaipur 
an.mathur17@gmail.com 

 
The widespread use of Automatic Number Plate Recognition Systems (ANPR) in smart cities is 
increasingly common, primarily in transportation management, security surveillance, and vehicle 
monitoring. This article presents a comparative examination of three prevalent ANPR methodologies: 
edge and contour detection, YOLO (you only look once), and faster R-CNN (region-based convolutional 
neural network). The conventional approach, which uses edge and contour detection, employs Canny 
edge detection techniques and clustering algorithms to identify the position of license plates. In contrast, 
the deep learning techniques YOLO and Faster R-CNN employ object detection models to enhance 
accuracy and robustness. The models are assessed based on key performance metrics like detection 
accuracy, processing time, and computational resource expenditure. Our findings reveal implicit trade-
offs regarding accuracy and real-time performance, offering insights into the optimal ANPR algorithm. 
 
 
 



   
234 Designing of Solar-Powered Lightweight Drones for Extended 

Endurance 
Alisha Bansal (Dr BR Ambedkar National institute of technology )* 

Bansal, Alisha* 
 
The endurance of light drones is basically limited by battery capacity, restricting their performance in 
prolonged missions. This paper provides theoretical analysis of the design of a solar-powered fixed-wing 
drone with a Maximum Power Point Tracking (MPPT) system employing a boost converter. The system 
considers the conversion of solar power to drive the drone, with the battery as a backup to achieve greater 
endurance. A tailored MPPT controller is modeled to maximize power harvesting from flexible solar 
panels and enhance energy conversion efficiency. The presented concept of drone is based on light 
airframe, embedded solar panel, and power management system. The presented design analysis shows 
up to 60% potential endurance enhancement, with the MPPT system exhibiting stable performance 
across changing solar irradiance conditions. The current work confirms the viability of energy-
independent UAV systems in applications such as camera observation, drone surveys, and weather 
surveillance 
 

 
252 Safeguarding Vulnerable Agri-Food Networks: An Adaptive ABC-DQN 

Framework for Resilient Vertex Cover Optimization in Disruption-Prone 
Supply Chains 

Atul Kumar Kumar (Motilal Nehru National Institute of Technology Allahabad, Prayagraj)*; Jaspreet  Kaur ( 
Motilal Nehru National Institute of Technology Allahabad, Prayagraj); Tanisha Jain ( Motilal Nehru National 
Institute of Technology Allahabad, Prayagraj); Divya Kumar ( Motilal Nehru National Institute of Technology 

Allahabad, Prayagraj) Kumar, Atul Kumar*; Kaur, Jaspreet ; Jain, Tanisha; Kumar, Divya 
 
Cost-effective monitoring systems that guarantee complete observability of crucial channels are required 
because agri-food networks are becoming more susceptible to disruptions from pandemics, climate 
change, and geopolitical crises. In this paper, a hybrid Artificial Bee Colony–Deep Q-Network (ABC-
DQN) algorithm is proposed to solve the NP-hard Minimum Vertex Cover (MVC) issue, which is 
depicted as optimal sensor placement for network monitoring. Our approach minimizes  the number of 
monitoring nodes while dynamically adapting to network interruptions (such as random failures or 
targeted attacks) by combining swarm intelligence and deep reinforcement learning. The following are 
some of the major innovations: Scout bee mechanisms to avoid local optima during topology shifts; 
DQN-enhanced solution generation to predict robust sensor placements under uncertainty; and fitness-
guided adaptive mutation to balance coverage (ensuring maximum edges are covered) and cost-
efficiency (minimizing nodes).Tested on actual agri-food supply chains, our strategy achieves 15–20% 
fewer monitoring nodes than conventional approaches while retaining computational scalability, 
outperforming greedy and genetic algorithms. Because of its dynamic adaptability, the algorithm may 
be used in real-time in unstable settings like industrial logistics or pharmaceutical cold chains. By offering 
a computationally effective, flexible MVC solution that improves monitoring capacities in the face of 
global uncertainties, our work promotes supply chain resilience and supports sustainable food security 
in high-risk contexts. 
 



   
265 Comparative Study of GA, PSO, and ACO for Exam Timetable 

Scheduling 
Ritika Singh,Kamakhya Chaturvedi, Amitesh, Divya Kumar 
Motilal Nehru National Institute of Technology Allahabad 

kamakhya.2024cs11@mnnit.ac.in 
 
Metaheuristic methods have become key tools to tackle the combinatorial complexity of exam 
scheduling. Our study offers a thorough comparison of three population-based algorithms: Genetic 
Algorithm (GA), Particle Swarm Optimization (PSO), and Ant Colony Optimization (ACO), utilizing a 
common fitness function to evaluate each one. We implement each algorithm with a shared fitness 
function that takes into account room capacity, time-slot clashes, curriculum conflicts, and course 
unavailability constraints. Experiments were conducted using the ITC-2007 FIS0506-1 benchmark 
dataset, evaluating each algorithm over 10 to 50 independent runs. GA delivered the best performance 
with the lowest average fitness (0.087) and highest consistency, outperforming PSO by 12% and ACO by 
18%. PSO was the fastest (0.9–4.7 seconds) but slightly less accurate, while ACO explored better at higher 
iterations but showed more variance. These results highlight a trade-off between quality and speed, 
pointing to hybrid GA-PSO/ACO approaches as a promising direction for real-world scheduling 
 
 

 
275 Prominent Multiple Object Tracking System Based on Extreme Learning 

Machine 
.Shubhangi Pande, Anuradha Purohit,  Neeraj Kumar Rathore 

SGSITS, INDORE 
shubhangi.shanu@gmail.com 

 
The process of concurrently recognizing and tracking many objects inside a video sequence is referred 
to as multiple object tracking, or MOT for short. It requires locating the objects of interest and tracking 
their motion across a series of frames in sequence. The MOT has a wide range of potential applications, 
some of which include video surveillance, autonomous driving, human-computer interaction, and sports 
analysis. In this study, a unique strategy is presented that makes use of the quick learning capability, 
high accuracy, and less network computing complexity of Extreme learning machine (ELM), which is 
used for training purposes, and discrete wavelet transform (DWT), which is utilized for the purposes of 
feature learning. Both of these capabilities are utilized in order to get optimal results. The ability to 
effectively monitor many objects is demonstrated using a variety of different video sequences of 
benchmark datasets such as OTB2013 and MOT20. In order to measure how well the proposed approach 
tracks, we utilize characteristics like multiple object tracking accuracy (MOTA) and identity switches F1 
score (IDFI). The approach that was provided is able to properly track several objects in a video even 
when there is a lack of ground truth information about some of the objects in the frames, and it generates 
satisfactory outcomes that validate the overall system. 
 
 

 



   
284 Deep Learning for Facial and Micro-Expression Recognition: A CNN-

Based Approach 
Priyansh Sharma, Sanju Choudhary 

Swami Keshvanand Institute of Technology, Management & Gramothan, Jaipur 
m210004@skit.ac.in 

 
Facial expression recognition (FER) plays a critical role in enhancing human-computer interactions and 
has applications across various fields, including healthcare, security, and entertainment. Recent 
advancements in deep learning, particularly Convolutional Neural Networks (CNNs), have significantly 
im-proved the accuracy and robustness of FER systems. This paper explores the ap-plication of CNNs 
for facial expression recognition, focusing on how these net-works automatically extract hierarchical 
features from facial images to classify emotional states. CNNs excel in handling the complex variations 
in facial expres-sions, such as lighting conditions, head poses, and occlusions, which are chal-lenges for 
traditional methods. The paper reviews different CNN architectures, including the use of pre-trained 
models like VGGNet and ResNet, as well as cus-tom-designed networks tailored for FER. Additionally, 
the survey covers various FER datasets, training techniques, and evaluation metrics that are commonly 
used to benchmark CNN-based models. The advantages of CNNs in FER, such as their ability to learn 
spatial hierarchies and generalize across diverse facial expres-sions, are highlighted. However, 
challenges remain, including handling real-time recognition and cross-cultural variations in facial 
expressions. Finally, the paper discusses future research directions, such as integrating multimodal 
approaches and improving model interpretability, to further enhance the performance and ap-plicability 
of CNN-based FER systems.  
 
 

 
289 Automated Subtitle Generation in Videos Using AI and FFmpeg 

Ayen Mishra, Jyoti Rani 
Manipal University Jaipur 

ayen.229310424@muj.manipal.edu 
 
As video content becomes a bigger part of our lives, the need for accessible and easily understandable 
videos is becoming more important. In this paper, a proposed system is built that simplifies the process 
of adding subtitles to videos by automating the entire workflow. The process encompasses video 
normalization, audio extraction, precise subtitle generation, and the subsequent integration of all 
elements into a single video that aims at optimizing time efficiency. This approach is both rapid and 
adaptable, which facilitates scalability through the amalgamation of straightforward yet potent tools 
such as FFmpeg and AI transcription services. Whether it’s a few videos or hundreds, the approach 
remains efficient. Looking ahead, this work can be extend for tasks such as creating multilingual subtitles 
or even real time video captioning. Our goal is to bridge the gap between content creators and 
accessibility, making videos easier to understand for everyone. 
 
 

 



   
296 Land Cover Classification of High Resolution Remote Sensing Imagery 

Using Modified UNet Architecture 
Pankaj Singh, Navin Rajpal , Pramod Kumar Soni 

Manipal University Jaipur 
pramod.soni@jaipur.manipal.edu 

 
This study introduces a deep learning-based approach for land cover classification utilizing high-
resolution satellite imagery, centered around a tailored U-Net architecture. The methodology 
encompasses several preprocessing stages, including data augmentation, patch generation, 
normalization, and RGB encoding tailored to specific land cover classes. A curated and preprocessed 
dataset is used to train an adapted U-Net model aimed at segmenting high-resolution satellite images 
into specific land cover classes. To address class imbalance and improve segmentation performance, the 
network leverages a combined loss function—merging Dice loss with categorical focal loss—where each 
component is weighted according to the frequency of class occurrences. The model is trained to 
distinguish six categories: buildings, roads, vegetation, water, bare soil, and regions without labels. 
Experimental analysis reports high recall scores observed for the building and vegetation classes. 
Visual assessment of the segmentation maps against annotated references confirms accurate region 
boundaries and effective class separation across complex urban settings. These outcomes suggest that 
the approach is dependable even with limited annotated samples and has strong potential for 
deployment in large-scale land cover mapping. 
 
 

 
297 Controlling the Text Game: Game Theoretic Interactions Between LLMs 

for Controllable Text Generation 
Aditi Bhosale, Shubham Phapale, Zaid Ali, Gajanan Sapsod, and Anshul Agarwal 

Visvesvaraya National Institute of Technology (VNIT) Nagpur 
anshulagarwal@cse.vnit.ac.in 

 
Controlled Text Generation (CTG) through game-theoretic multi-agent systems ensures that AI-
generated content aligns with factual accuracy, adheres to ethical norms, and maintains diversity across 
applications. Traditional methods lack adaptability, often relying on static prompt engineering or model 
fine-tuning that cannot respond dynamically to evolving requirements or detect subtle constraint 
violations. We propose a game-theoretic framework that models generation as a strategic interaction 
between three components: a prompt manager that formulates initial instructions, a content generator 
that produces text, and an adaptive, non-strategic evaluator that provides feedback. These agents engage 
in repeated interactions where equilibrium strategies evolve, forming a self-refining system. Extensive 
experiments show a 16% improvement over static rule-based methods across key evaluation metrics, 
while preserving control over sentiment, style, and factuality without degrading content quality. These 
results confirm the practical effectiveness of the proposed approach in balancing competing objectives 
while maintaining relevance and creativity 
 
 



   
299 Improving PCOS Diagnosis with Hybrid Gini-Entropy Random Forest 

Classifier 
Shreya Wanwe , Radha Waman, Dhanashri Wankhede, Sai Watile, Ranjeetsingh Suryawanshi Vishwakarma 

Institute of Technology (VIT), Pune 
shreya.wanwe23@vit.edu 

 
Polycystic Ovary Syndrome (PCOS) is a very prevalent endocrine disorder in women of reproductive 
age, which can cause infertility, metabolic and hormonal complications. Preliminary diagnosis and 
precise detection of PCOS are necessary for effective treatment. This research puts forth an approach 
based on ML utilizing the Random Forest algorithm for detection and prediction of PCOS. The model is 
trained on a dataset comprising clinical, hormonal, and lifestyle-related features. Pre - processing of the 
raw data includes methods like imputing missing values, selection of best features, and normalization to 
improve model performance. The Random Forest classifier is chosen as it handles complex and high-
variance datasets in a robust manner. Evaluation of the model is done using metrics like K-Fold Cross-
Validation along with parameters derived using confusion matrix. The proposed demonstrates high 
accuracy PCOS prediction, highlighting effectiveness of ensemble learning in medical diagnosis. 
 
 

 
317 Machine learning applications for predicting portfolio returns in Indian 

stock market 
Modish Kumar, Prashant Sharma, Hemant Kumar Manuj , Dayanand Pandey, Padmini Jindal  

University School of Business, Chandigarh University, Mohali, Punjab 
modish.005@gmail.com 

 
This study analyses the performance of prediction of returns as per four Fama-French factors (market 
risk premium, size, value, and momentum) on six Indian portfolios (SV, SN, SG, BV, BN, BG). The study 
employs models based on advanced machine learning (ML) assembling techniques, namely XGBoost, 
LightGBM, Random Forest and Support Vector Regression (SVR) along with linear models, Ridge, and 
Lasso. The outputs from these models are compared with those derived from traditional OLS regression. 
The purpose is to evaluate the performance of factor-based models using advance machine learning 
algorithmic approaches. The relative contribution of each factor across models is highlighted using 
feature importance and SHAP value analysis. This study demonstrates that machine learning based 
models enhance the prediction accuracy of returns from factor portfolios, in general. However, for the 
large cap portfolios (BV, BN, BG), linear models like Ridge, Lasso and OLS regression perform better in 
explaining the variance. For the majority of models, market risk premium emerges as a consistently 
strong predictor. The study contributes to the existing body of literature by applying asset price theories 
to modern data-driven modelling in emerging markets. 
 
 

 
 
 
 



   
322 Deep Learning-Based Automated Skin Burn Detection and Classification 

Deepika Yadav , Pooja Yadav 
MJP Rohilkhand University, Bareilly 

pooja.yadav@mjpru.ac.in 
 
Burns are a matter of immense concern to the overall society and it is paramount that a quick analysis be 
carried out in order to determine the severity of burns leading to treatment planning. This paper 
introduces a Computer-Aided Classification Auto-detection Framework which classifies burns photos 
into three categories of severities; first, second, and third-degree burns. The comparison was performed 
on three deep learning models according to three different Convolutional Neural Network (CNN) 
models, namely, standard CNN, ResNet-18, and ResNet-50. The models are trained and tested on a 
preselected existing set of burn images. As the experimental results show, CNN model, ResNet-18 and 
resNet-50, performed an average classification accuracy of 83, 88 and 94 percent, respectively. ResNet-50 
proved to be the best model compared to others in all instances, which registered better feature extraction 
and generalization performance. The results show that deep residual networks, especially the ResNet-50 
have more potential in enhancing reliable and accurate burn classification tools to assist clinical decision 
making. 
 
 

 
 

328 Deep Q-Network Enabled Trust based Routing for Secure VANET 
Clustering 

Amrit Raj, Deepti Kakkar 
Dr B R Ambedkar NIT Jalandhar 

kakkard@nitj.ac.in 
 
Vehicular Ad-Hoc Networks (VANETs) are considered as a key to the current Intelligent Transportation 
Systems (ITS), but they are susceptible to changing topology, interference with adjacent transmissions, 
and other cyber risks. The present paper suggests a cluster-centered routing design that operates on a 
Deep Q-Network (DQN) based reinforcement learning plan that can enhance flexibility, credibility, and 
the quality of communication. The vehicles are arranged in dynamic clusters and the selection of Cluster 
Heads (CHs) is done based on a multi-factor rating, whereby the residual energy, trustworthiness, and 
communication delay are combined. Five-dimensional trust model, Signal-to-Interference Ratio (SIR), 
real-time evaluation, and energy-optimal routing choices can be used to identify malfunctioning nodes 
and provide resilient connectivity. A CH can have one DQN agent, whereby the agent constantly learns 
the best routes through adaptive reward models grounded on trust, SIR, energy and latency. The 
proposed system is tested to three operational conditions namely, Normal, Mallory attack and Denial-
of-Service (DoS) attack against five benchmark protocols. The outcomes of the experiments prove that 
the model proposed can yield a trust accuracy of up to 0.7507, energy efficiency of 0.5975 J, lower average 
distance of 10.1448 m, and can retain high SIR levels of 35.09 dB in regular conditions, and show strength 
in adversarial conditions. These results demonstrate the scalability, security and smart routing 
capabilities of the framework in the next-generation VANET contexts. 
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This work presents a simulation based performance analysis of proposed routing algorithm by using 
location information usage provided by GPS. Proposed algorithm maximize packet delivery ratio, 
minimizing end-to-end delay and reduce routing overhead by considering mobile node parameters. 
These parameters are battery, distance and density, required to send a message toward the cluster head 
and finally to the base station. In order to evaluate the proposed algorithm, it is simulated upon MATLAB 
software version R2019b to select an appropriate set of weight coefficients for the effective cluster head 
election. Simulation is completed while var-ying the number of nodes as 10, 50, 100, 150 and 200 in our 
proposed network scenario and it is revealed from the routing metrics that proposed routing technique, 
have been highly effective to maximize packet delivery ratio by providing equal normalization to the 
weight coefficients for battery and distance, minimize end-to-end delay and reduce routing overhead 
with more normal-ization to the weight coefficient for density.  
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The efficiency of Network-on-Chip (NoC) architectures is crucial in modern multi-core processors, as 
communication bottlenecks significantly im-pact overall system performance. Traditional approaches in 
evaluating NoC to-pologies rely on analytical models and simulations, which can be time-consuming 
and computationally expensive. This paper explores the use of machine learning (ML) techniques to 
predict key NoC performance metrics, such as resource utilization, timing constraints, and power 
consumption. A comparative analysis of multiple ML models, including linear regression, random 
forests regression, etc. is conducted to assess prediction accuracy. The evaluation is based on statistical 
measures such as Mean Squared Error (MSE) and the coefficient of determination (R²). Additionally, the 
performance data for each individual topology are also presented to validate the effectiveness of ML-
based predictions. The re-sults demonstrate that neural networks achieve the good accuracy, making 
them a promising tool for NoC design optimization. This research provides insights into leveraging ML 
for performance estimation, potentially reducing the reliance on traditional simulation-based methods. 
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The continuous expansion of digital financial transactions necessitates progressively advanced anomaly 
detection mechanisms to address emerging fraudulent activities and money laundering operations. 
Conventional approaches and fixed graph methodologies frequently struggle to identify the temporal 
char-acteristics inherent in financial criminal behavior. This study introduces T-GAE, an innovative 
unsupervised Temporal Graph Autoencoder architecture that rep-resents transactional data as 
continuous-time graphs and utilizes temporal graph neural networks (TGNNs) incorporating memory 
and attention components for anomaly identification. The proposed framework captures structural 
relation-ships (such as accounts, merchants, and users) alongside the temporal evolution of transactions. 
Anomaly identification occurs through reconstruction error anal-ysis, pinpointing departures from 
typical transactional patterns. Experimental validation with the DGraph dataset (1.2 million transactions) 
and additional val-idation using the Elliptic dataset reveal that T-GAE significantly outperforms static 
graph and classic machine learning baselines, yielding a 22% improvement in F1-score and an 18% 
reduction in false positives relative to static GNNs. This study highlights the criticality of temporal 
modeling as a means to improve fi-nancial fraud detection.  
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In recent times, we are facing some time operational challenges in achieving ideal smart card passive 
signals detection on RFID during system monitoring and display. By using AI Random forest algorithm 
driven we have addressed this communication issue, enabling dynamic optimization of signal strength 
and parameters adjustment. Proposed paper will be achieved optimized signal strength during time of 
weak signal detect according to AI automatic process decision with tuning hardware parameters like 
antenna size, coil turns, frequency, and reader power. After implement this concept, smart card and RFID 
communication will be established ideal time monitoring and display system. 
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Energy management is an important component for smart buildings and sustainable development, as it 
enables the effective use of resources. Accurate forecasting of appliance-level energy demand is 
important to facilitate optimal operation and planning. This research compares the effectiveness of the 



   
five models (i.e., LightGBM, CatBoost, XGBoost, AdaBoost, and RF) in predicting appliance energy 
utilization. We used three performance criteria to evaluate the model performance, including MAE 
(Mean Absolute Error), RMSE (Root Mean Square Error), and R² (coefficient of determination). 
According to the obtained results, LightGBM is the most proper algorithm due to its lowest RMSE 
(9.83)and highest R² (0.9883) and respectively followed by CatBoost and XGBoost Model. Using 
AdaBoost and Random Forest for prediction yielded less accurate results. The experiments show that 
LightGBM is an effective method in predicting the appliance-level electricity consumption, which is 
beneficial to the energy management of smart buildings. 
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Automatic driving system are tremendous growing techniques with support of ar-tificial automation 
based safe driving system. Throughout lane based vesicle driv-ing system is the important aspect for 
driving automation to keep the vehicle movement safe on the track. The AI technologies takes part image 
processing to find the lane detection efficiently. But the traditional methods are create complex patterns 
n road map due to degradation and particle segment swapping problems to degrade the detection 
performance leads poor accuracy. To resolve this prob-lem, a Smart Artificial intelligence auto powered 
Road Lane Detection  is pro-posed based on regional canny segmentation using Lan-Net CNN for smart 
driv-ing system. Initially the Gaussian mixture intent to take the lane camera driving margins from road 
Lane side to normalize the image and to reduce the distrac-tions. Next to lane point tracking 
segmentation is carried out by canny edge re-gion of segmentation (CEROS), so find the object moving 
tracking position. De-pending feature mapping the lane region, LAN-net coevolution neural network is 
applied to detect the object position keep on region moving index position on tracking position. The 
proposed system efficiently detect the object tracking lane on roadside unit and to improve the precision 
rate and accuracy as well compared to the traditional methods with improved f1score with low false 
positives. 
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Detection and Headline Generation with Transformer Models and SVO 
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Clickbait headlines crafted to lure readers into clicking undermine the credibility of online news content 
and mislead audiences. This paper presents a robust, multi-faceted system for automatic clickbait 
detection and syntactically-aware headline generation. We leverage a classical Logistic Regression 
classifier trained on TF-IDF features to detect clickbait with over 95% accuracy on benchmark datasets. 
In parallel, we explore four distinct headline generation strategies: keyword-based (TF-IDF), phrase-



   
based (RAKE), abstractive (Transformer-based T5), and structurally grounded (SVO++). The SVO++ 
pipeline, a novel contribution of this work, uses syntactic parsing to extract subject-verb-object 
structures, yielding headlines with improved grammatical correctness and reduced sensationalism. An 
empirical label-change analysis on generated headlines reveals that 21% of SVO++ outputs altered the 
classifier’s original prediction—demonstrating the transformative impact of linguistic structure. 
Evaluation metrics such as precision, recall, F1-score, and confusion matrices offer insights into classifier 
behavior, while qualitative comparisons showcase the progression from extractive to human-like 
headline generation. This work bridges explainability and performance, offering a reproducible pipeline 
for future research in media moderation and content generation. 
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Cardiovascular diseases remain among the major causes of mortality globally. A primary element 
leading to this delay is the inability to identify the condition promptly for effective treatment. The timely 
and precise prediction of cardiovas-cular disease, along with appropriate treatment, is crucial for 
preserving patients' lives.  This study assessed the performance of various models, including RF, 
ADABoost, CATBoost, and XGBoost, utilizing machine learning approaches on a comprehensive clinical 
dataset. The dataset has 11 attributes and 1 output attrib-ute pertaining to the data of 918 patients.  This 
study adhered to a systematic pro-cess. The data underwent pre-processing first.  Subsequently, 
performance was improved with the application of an ANOVA-based feature selection method and 
optimization strategy on the dataset.  Subsequently, models were trained on the updated dataset, and 
their performance metrics, including accuracy, precision, and recall, were assessed.  The findings 
demonstrate that CatBoost achieves an accu-racy of 83.48%.  XGBoost and ADABoost yield substantial 
results.  This study demonstrates that ensemble learning approaches assist medical professionals in the 
early identification and decision-making for patients with cardiovascular dis-ease (CVD). 
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This study analyzes increasing cybersecurity threats to private networks and smart homes due to the 
widespread use of IoTs, remote work endpoints, and diminishing perimeter defenses. We propose the 
first integratio n of Enhanced Zero Trust Architecture (E-ZTA) and Secure Access Service Edge (SASE) 
applied to IoT home devices, providing a sociotechnical security framework incorporating AI-driven 
continuous verification and behavioral smart authentication and automated threat containment under 
cloud-native SWG, CASB, FWaaS, and ZTNA enforcement. Applying the CIC-IoT-2023 dataset, the 



   
model achieved 95.2% detection accuracy, 2.8% false positive rate, and 3.5 seconds rapid threat 
containment. These results are superior to traditional methods. This study concludes that E-ZTA and 
SASE together provide a flexible, scalable, and robust solution to cybersecurity for IoT home networks. 
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Cervical cancer, primarily caused by high-risk strains of Human Papillomavirus (HPV), remains a major 
public health concern among women globally. Early identification of oncogenic HPV strains is critical 
for timely diagnosis and prevention. In this study, we propose a novel deep learning framework for 
automated classification of HPV nucleotide sequences into high-risk, low-risk, and non-risk categories. 
The system incorporates a multi-stage preprocessing pipeline, including k-mer decomposition, TF-IDF 
transformation, dimensionality reduction using truncated singular value decomposition (Truncated 
SVD), and ADASYN-based class balancing. A hybrid 1D CNN–BLSTM architecture is used to extract 
both local and long-range sequence features. The model is further optimized using a genetic algorithm 
and trained using the Adam optimizer, achieving approximately 90% test accuracy. Notably, key 
oncogenic markers, such as the E6 and E7 gene regions, were found to play a pivotal role in accurate risk 
stratification. The proposed system offers strong potential for clinical screening, genomic surveillance, 
and vaccine guidance. 
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Every operation (data analysis, content streaming, etc) held in a service application from banking app to 
a streaming platform relies on data storage. The rapid growth of these data-centric applications has 
further driven the development of energy-efficient and green storage technologies, as these physical 
systems are inherently unsustainable in embodied carbon and resource consumption throughout their 
life. This review paper compiles and analyzes the comparative life cycle assessment of hard disk drive 
(HDD) and solid-state drive (SSD) in terms of energy consumption and carbon footprints, evaluating 
throughout their stages of life from production to disposal. The Life-Cycle Assessment (LCA) results 
validate that while SSDs exhibit larger carbon footprints than HDDs in production, they offer more 
efficiency and sustainability on read-heavy workloads, whereas HDDs show marginally better 
performance under low-intensive tasks, such as archival storage. These findings underline their selection 
on the basis of workload characteristics, highlighting the trade-offs between operational efficiency and 
manufacturing impact. 
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This paper addresses visual occlusion in military surveillance, where objects like tanks are hidden by 
dust or smoke. To simulate battlefield conditions, a synthetic dataset was created by overlaying clean 
RGB tank images with realistic dust effects. Initial reconstruction using a Hopfield Neural Network 
retained coarse features but failed to recover fine structural and color details. To improve performance, 
a Convolutional Autoencoder (CAE) was developed, which significantly enhanced image quality, 
especially perceptual details. When tested on video sequences, the model generalized well to dynamic 
inputs. Evaluation using MSE, PSNR, and SSIM confirmed the superior results of the CAE-based method. 
The proposed approach provides a complete pipeline for restoring both static images and video frames, 
contributing to real-time defense surveillance applications. 
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Natural disasters pose a significant threat to telecommunications infrastructure, with antennas installed 
on buildings being particularly vulnerable to collapse. The ability to identify damaged antennas and 
other hardware quickly is crucial in maintaining network uptime and ensuring the safety of repair crews. 
This study uses drones and techniques to capture 5G Antenna images and analyze them for faulty 
antennas during natural disasters. The approach involves using image processing algorithms to detect 
and classify damaged antennas, providing detailed information for repair crews to act quickly and 
efficiently. The study also explores the use of AI-powered predictive maintenance to prevent faults from 
occurring and improve the overall reliability of the network. The results show that the proposed 
approach can significantly enhance the resilience of 5G networks during natural disasters, providing a 
more reliable and efficient telecom infrastructure. The use of drones and AI/ML especially YOLOv4 -tiny 
techniques in this context represents an exciting opportunity for growth and innovation in the 
telecommunications industry. 
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Trapdoor sampling algorithms form the backbone of lattice-based cryptographic constructions by 
enabling the generation of short, discrete Gaussian-distributed preimages necessary for secure key 
generation and signature schemes. This paper presents a comprehensive benchmarking study of four 



   
state-of-the-art trapdoor sampling algorithms: Micciancio-Peikert 2012 (MP12), Gentry-Micciancio 2018 
(GM18), Zhang-Yang 2022 (ZY22), and the Fast Double-Perturbation (FDP) method. We implement each 
algorithm and evaluate their performance over 500 independent trials using standardized cryptographic 
parameters. The evaluation focuses on key metrics such as execution time, which reflects algorithmic 
efficiency, and the Euclidean norm of the sampled vectors, indicating output compactness and 
cryptographic strength. Our empirical results highlight inherent trade-offs between computational speed 
and output quality across the algorithms, with some offering faster sampling at the cost of larger vector 
norms, while others prioritize compactness with increased runtime. These insights not only deepen the 
understanding of trapdoor sampling mechanisms but also inform practical considerations for their 
deployment in post-quantum cryptographic standards and real-world applications. 
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Optical Character Recognition (OCR) is an important technology used to digitalize documents. It plays 
a crucial role in converting scanned, printed, or handwritten documents into digital formats. Despite 
Amharic’s rich liter-ary and historical importance, and its use by over 31 million native speakers and 
more than 25 million secondary speakers, it remains one of the under-digitized languages. Recognizing 
both handwritten and machine-printed (MP) Amharic characters poses significant challenges, and 
existing OCR sys-tems many a times ignore Amharic numerals, punctuation, and labelled characters. To 
address this gap, this study introduces a Convolutional Neural Network (CNN)-based model for 
Amharic character recognition. The model is enhanced with automatic hyperparameter optimization. It 
was trained on 104,177 Amharic character images. These images were pre-processed using binarization 
and noise removal.The dataset was split into training, valida-tion, and test sets with a ratio of 80:10:10. 
Hyperparameters were optimized using three techniques: Random Search Optimization (RSO), Bayesian 
Op-timization (BO), and Hyperband Optimization (HBO). The proposed model achieved an accuracy of 
96.02%. It is 3% more than the current state-of-the-art when using RSO. The findings highlight that 
expanding the dataset and exploring hyperparameter tuning across wider search spaces may further en-
hance performance. Future work should also validate the approach on more Amharic datasets to 
guarantee robustness and generalizability. 
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Terrain classification from satellite and aerial imagery is vital for applications such as environmental 
monitoring, precision agriculture, disaster management, and autonomous navigation. Traditional 



   
machine learning methods relying on handcrafted features often fail to capture the complexity and 
variability of remote sensing data. This paper proposes a two-phase transfer learning framework for 
EuroSAT terrain classification. In Phase 1, a pretrained VGG16 backbone is frozen to extract generic 
features, while a lightweight classification head learns task-specific patterns. In Phase 2, selective fine-
tuning of deeper convolutional layers refines high-level representations. The framework achieves a peak 
validation accuracy of 91.3%, outperforming training from scratch while reducing training epochs by 
60%. Data augmentation and dropout further enhance model robustness. Experimental results confirm 
that selective fine-tuning and augmentation significantly improve generalization. The proposed 
approach offers an efficient and reliable solution for remote sensing terrain classification, with strong 
potential for real-world deployment in resource-constrained environments. 
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Growth of Space debris in Earth’s orbit has been a matter of grave concern in today’s age of ever-growing 
space activities. It compromises the safety and success of future and current missions. This necessitates 
accurate detection of size of unknown space debris to estimate its collision impact, trajectory and effective 
tracking. This paper presents analysis of data driven models to estimate effective size of debris objects 
using their Radar Cross Section (RCS) from Ground based tracking Radars. Individual estimation models 
such as, Power law, Exponential, Logarithmic, Polynomial, Cubic spline, Rational, etc. and their hybrid 
models are studied for accurate size estimation. The hybrid models of Spline show high accuracy in 
ultimate size prediction with significant less error than individual models and available legacy model on 
tested data. 
 
 

472 HDC for Continual Federated Learning: Prototype-Based Knowledge 
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Continual Federated Learning (CFL) is increasingly important for Internet of Things (IoT) applications, 
where distributed devices generate heterogeneous and evolving data. In this work, we introduce a 
Hyperdimensional Computing (HDC)–based CFL framework that leverages high-dimensional 
prototypes to support incremental learning across federated clients. Unlike conventional neural network 
approaches, HDC offers lightweight, robust, and inherently incremental representations that are well 
suited for dynamic IoT environments. We evaluate the proposed framework on six diverse datasets—
MNIST, UNSW-NB15, Wearable, Activities, Accdel, and Wireless—covering image recognition, network 
intrusion detection, sensor-based activity recognition, and accelerometer data. Across these benchmarks, 
our results show that HDC -based CFL achieves competitive accuracy across sequential tasks, effectively 
mitigating catastrophic forgetting. The findings demonstrate that HDC provides a scalable and resilient 



   
alternative for continual federated learning in IoT, highlighting its potential for real-world deployment 
in resource-constrained and evolving environments. 
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Investors are increasingly recognizing the role of Environmental, Social, and Governance (ESG) factors 
when making decisions that go beyond financial performance. However, there is still a lack of research 
on how these factors affect share prices in developing economies such as India. This study aims to 
forecast the stock movements of NIFTY-20 firms between April 2023 and March 2025 using a Long Short-
term Memory (LSTM) network that integrates financial indicators with events related to ESG. To capture 
time-based patterns, ESG data were combined with market variables and organized following the 
Sustainability Accounting Standards Board (SASB) framework. The performance of the proposed model 
was then compared with that of the Autoregressive Integrated Moving Average (ARIMA) and Gated 
Recurrent Unit (GRU) models. The LSTM network enhanced forecast robustness by maintaining 
consistent performance and more effectively capturing ESG-linked trends, even though the GRU model 
achieved slightly higher accuracy metrics. 
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The feature selection problem is a classic challenge in machine learning. This paper explores a particular 
case in which the goal is to extract a very small number of features relative to the total number of features. 
The proposed approach uses a new metaheuristic based on a simple so-called social motion equation. 
Our method, tested on 17 datasets, outperforms two state-of-the-art approaches, particularly when the 
number of columns exceeds the number of rows. This type of metaheuristic is computationally 
expensive. To address this issue, the paper also includes an acceleration method based on machine 
learning and a committee voting system to reduce the number of individuals to evaluate. This new 
acceleration technique achieves an average reduction of 29% in the number of fitness function calls, 
without degrading the results. 
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Precisely identifying dental structures like inferior alveolar nerve (IAN), periapical pathologies and 
restorative features such as crowns, bridges, fillings is critical for surgical planning and early diagnosis. 
The main challenge remains here is that traditional radiographic methods often miss subtle pathologies 



   
or overlapping conditions, which is why we need reliable automated detection systems. This paper used 
YOLOv11 as the main detection framework and compared it against other deep learning models. The 
dataset used in this study included IAN localization, cavities, implants, periapical lesions, and 
restorations. The model achieved 99% precision for IAN identification, with 97% and 93% for other 
pathological categories. However, we are still working on improving consistency across different classes, 
mainly because some dental structures and rare pathologies do not appear as frequently in the data. 
What makes our proposed methodology useful is its dual application. It helps the clinicians map 
anatomy accurately and help patients visualize their pathologies. This could reduce surgical 
complications and improve diagnostic accuracy in modern dental practice. 
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Precise distance measurement is a key requirement for reliable mobile robot navigation, particularly in 
GPS-denied environments where external localization infrastructure is unavailable. Ultrasonic sensors 
like the popular HC-SR04 have proven a low-cost and easily integrable alternative where precision-
ranging and obstacle detection are both required and feasible. Their accuracy and stability are however 
sensitive to target distance, sampling period, and surrounding conditions. Such limitations are 
prohibitive in real-time applications where accurate perception is pivotal to secure and efficient 
navigation. This paper presents a thorough experimental characterization of the HC-SR04 ultrasonic 
sensor with emphasis on its performance at different distances (10 cm to 210 cm) and sampling periods 
(10 ms, 50 ms, 100 ms). The methodology involves acquiring of 2000 readings across each distance and 
sampling period combination and then statistically analyzes the measurements via standard deviation, 
entropy, kurtosis, and stationarity tests in order to assess measurement consistency and reliability. The 
findings show that shorter sampling periods (10 ms) result in large measurement discrepancies towards 
mid to far range distances under the availability of insufficient signal processing time and greater 
sensitivity to noise. In contrast, sampling periods greater than 50 ms are more accurate and stable without 
any compromise in the responsiveness of the sensor. This work’s findings provide significant insights 
towards the optimization of ultrasonic sensor configurations in the case of mobile robots towards greater 
obstacle detection accuracy, navigation precision, and system resilience through low-cost sensor setups. 
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This work has two main aims: The first is to problematize the dominant view of the Institutions as a sort 
of Governance mechanism and in line with this assumption and the second aim of the article is to 
understand the role of institutions, as well as the actors with in, the current informalization trends that 
characterize political economy. Institution may be regarded as a rule. It may be a formal institution or an 



   
informal institution or a norm, enforced by the state, Government or other public agencies or 
communities. It also focuses on the internalized normative behavior of an individual. The theoretical 
framework is enhanced via a computational approach as a lens for illustrating the role of institutions and 
path dependence in economic performance. 
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This explorative article addresses the connectivity and collaboration between machines and humans in 
crafting and executing marketing strategies and offers a mathematical framework for computing the 
Predictive Customer Lifetime Value (CLV). Artificial Intelligence (AI) is rapidly transforming the 
landscape of marketing. Machine learning algorithms can facilitate operations and support informed 
decision-making by harnessing vast structured and unstructured data. The AI era is marked by an 
emphasis on predictive analytics and personalized consumer experiences, whilst leveraging historical 
data, competitor strategies, and economic trends have become paramount. Commonly, the core areas 
leveraging machine learning in marketing include shopper fundamentals, consuming experience, 
decisions, and financial impact. As such, AI has emerged as an indispensable component of a successful 
marketing strategy. 
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Blockchain networks provide the trust and transparency for decentralized systems, though they are 
vulnerable to anomalous activities. In recognizing anomalies machine learning models are explored, 
however often they struggle with pattern generalization and scalability. The paper provides a dual 
layered statistical framework for detecting unusual patterns using a novel metric that is de-rived from 
the distribution of transaction values. The proposed system identifies anomalous blocks by visualizing 
unusual patterns and also records flagged trans-actions. The implemented approach is lightweight and 
scalable as it adopts fractal-based metrics instead of computationally complex machine learning models 
providing a practical solution for detecting unusual patterns for real-time applications. 
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Diabetic Retinopathy (DR) is causing preventable blindness all over the world. Early detection of this has 
become crucial to prevent permanent vision loss. Various Deep Learning models, especially 
Convolutional Neural Networks, have shown great performance in classifying Diabetic Retinopathy. 
However, the prediction has not been widely accepted clinically for some real challenges. These include 
noisy and low contrast images, poor interpretability, unpredictable behavior in borderline instances, and 
sensitivity to class distribution. To address and overcome the existing challenges, our study proposes a 
Hybrid Fuzzy-Optimized Deep Learning Framework for DR detection. We utilized a pretrained CNN to 
extract features from fundus images and predict class probabilities. Afterward, we used a Fuzzy Interface 
System (FIS) to refine the prediction, incorporating defined membership functions and rulebased 
decision correlation. This assists in reducing uncertainty in borderline cases. Additionally, we then 
utilized a metaheuristic optimizer to tune CNN hyperparameters and fuzzy membership parameters to 
stabilize the model. Our experiment on the EyePACS dataset promises better classification in the early 
stage. Regardless of having less computational power, the proposed model achieved an overall accuracy 
of 96.2%, a weighted F1-score of 95.9%, a weighted precision of 95.8%, and a weighted recall of 96.2%. It 
also shows higher precision and fewer false positives. Our proposed study provides more consistent and 
explainable DR prediction. It promises to make clinical decision-making easier and supports real-world 
screening. 
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With the Rise in AI healthcare sector has been transformed a lot from a disease prediction to personalized 
medical care. Intensive Medical tasks like disease prediction, treatment recommendation now can be 
executed faster, more accurately than conventional methods, with the help of AI-driven medical systems. 
Though Dermatology has already come a long way yet data diversity and representation have been a 
constant challenge. There is a significant gap that existing datasets cannot be used for Indian disease 
detection dues to underrepresented Indian skin tone and type. This gap is addressed by our proposed 
work, we have compared the performance of two multimodal framework to classify 8 skin diseases on 
lately curated skin diseases data set that represents Indian skin type, tone and tropical region-specific 
diseases. Wherein, model 1: DenseNet-121 with multi-layer perceptron (MLP), and model 2: Vision 
Transformer (ViT) with multi-layer perceptron (MLP) where model 2 outperformed model 1 with 98% 
accuracy and also deal with inherited demographic data imbalance gracefully. Furthermore, 
explainability techniques were used to further integrate the multimodal model that performed the best. 
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Inventory systems with deteriorating items often face the challenge that spoilage in one product can 
accelerate the deterioration of others stored nearby. Regular inspections and timely removal of such 
items can effectively re-duce this impact, leading to improved performance. In this study, a new 
inventory model is developed that incorporates inspection frequency as a key factor in determining the 
effective deterioration rate. In addition, supplier prepayment requirements are included to better reflect 
practical trade conditions. Unlike traditional approaches that minimize costs, the proposed model 
integrates investment in green technology and seeks to maximize the retailer’s total profit. The 
mathematical structure of the model is analyzed, and the concavity of the objective function is 
established, ensuring the existence of a unique optimal solution. To demonstrate applicability, a 
numerical example is presented. The results show that combining inspection policies with eco-friendly 
investment strategies improves both sustainability and profitability compared with existing models 
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Growth of digital technologies increased the energy consumptions and associated greenhouse emissions, 
contributing to rising carbon footprints. Accurate assessment and associated prediction of carbon 
footprints are critical for formulating effective sustainability strategies. This paper analyzes using 
random forest, Federated learning and contrastive learning for modeling and prediction. Random forest 
is modeled for capturing nonlinear relationship between the features, which enable robust baseline 
predictions .Federated learning address privacy by collaborating model across different distributed 
dataset without centralizing. Contrastive learning enhances the representation by differencing variations 
inturn improving the generalization across heterogeneous data. The dataset contained life-cycle 
attributes, manufacturing attributes, and physical attributes of different devices such as laptops, 
desktops, monitors, and servers associated with Global Warming Potential (GWP). Each model trained 
and evaluated with K-Fold cross-validation, using various performance metrics, such as mean absolute 
error (MAE), Root Mean Squared Error (RMSE), coefficient of determination (R2), and prediction and 
accuracy. Noted estimations were done by using Random Forest model considered as the strong baseline. 
Federated Learning came with a competitive accuracy while guaranteeing privacy. The triplet loss for 
Contrastive Learning got the highest unconditional prediction accuracy plus the smallest error 
boundaries. The study illustrated how successfully representation learning can be used for true mapping 



   
and drawing complex relations among features. This analysis enables data driven decision making 
process to minimize environmental impacts and promote sustainable technology adoption. 
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This paper presents an automated intraday trading system integrating Renko chart analysis with MACD 
signals for equity markets. The system addresses emotional bias, execution latency, and inconsistent risk 
management through modular architecture comprising realtime data processing, technical indicator 
computation, and automated order execution via KiteConnect API. The dual-indicator strategy combines 
Renko charts for noise filtration with MACD for momentum confirmation. Rigorous backtesting on 12 
months of NSE equity data (15 stocks, 93,750+ data points per instrument) and 60-day live paper trading 
demonstrates a 58.3% win rate, 1.65 profit factor, and maximum drawdown below 5.2%. Statistical 
validation through walk-forward analysis and comparison with baseline strategies confirms robustness. 
The system maintains sub-50ms execution latency with comprehensive transaction 
cost modeling. 
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Human limitations in discretionary trading has led to rise in Automated trading systems. This paper 
presents a different approach for an automated intraday trading system that integrates Renko chart 
analysis with MACD signals for equity markets. Our system mitigates emotional biases, execution 
latency and inconsistent risk management using a modular architecture. It consists of real-time data 
processing, technical indicator computation, and automated order execution via Kite- Connect API. This 
dual-indicator strategy combines Renko charts for noise filtration with MACD for momentum 
confirmation. Backtesting on 12 months of NSE equity data (15 stocks, 93,750+ data points per 
instrument) and 60-day live paper trading demonstrates a 58.3% win rate, 1.65 profit factor, and 
maximum drawdown below 5.2% allows us to stimulate real world conditions. Statistical validation is 
done through walk-forward analysis and comparison with baseline strategies which confirms 
robustness. The system maintains sub-50ms execution latency with comprehensive transaction cost 
modeling.  
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This paper introduces a novel explainability framework that bridges local and global interpretability for 
reinforcement learning agents by visualizing alternative action outcomes and quantifying decision trade-
offs. Building on the concept of counterfactual reasoning, the proposed approach combines trajectory-
based visualizations with reward factor decomposition to help users understand not only what an agent 
decided, but also why and with what potential consequence. Empirical user studies demonstrate that 
integrating these complementary explanation modalities leads to a measurable improvement in people’s 
ability to infer agent preferences and behavioral priorities. The analysis highlights how layered, multi-
perspective explanations can support trust, user insight, and critical assessment in complex sequential 
decision-making environments. The study concludes by discussing practical implications for the design 
of transparent and trustworthy AI systems and points to future directions for scalable interactive 
explanation in reinforcement learning. 
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Retinopathy (DR) is one of the primary causes of preventable blindness worldwide, particularly in 
people who have had diabetes for an extended time. The treatment of DR is feasible, provided it is 
diagnosed in a timely manner. The traditional models of DR diagnosis are manual, time-consuming, and 
ideally involve human intervention. In this paper, the authors introduce a deep learning framework to 
enable automated classification of retinal fundus images into discrete severity classes of DR. To achieve 
automated classification, the authors have focused on Convolutional Neural Networks (CNNs). The 
research work is designed and validated using a freely available dataset, with each image processed to 
highlight diabetic-specific characteristics for classification. The authors focused on accuracy, precision, 
recall, F1-score, and loss in identifying the severity level of DR. To prevent overfitting and develop a 
predictive model with improved generalizability, the authors employed techniques such as dropout 
regularization, data augmentation, and transfer learning. Proposed work also demonstrates that deep 
learning can provide efficient, scalable training and detection solutions for early detection of DR in 
under-resourced environments in real-time. 
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The global energy crisis, fuelled by climate change and fossil fuel depletion, demands sustainable 
renewables like solar, wind, and hydroelectric systems. Yet, their intermittency and environmental 
dependencies challenge accurate prediction, classification, scalability, performance, and dependability, 
impeding grid integration and planning. The analysis integrates supervised ML models—Random Forest 
(RF), Support Vector Regressor (SVR), Gradient Boosting, and CatBoost—using 96 records for 
prediction/classification and 29 for scalability/performance analysis. The grid search and 5-fold cross-
validation, Gradient Boosting excels at 94.2% accuracy and 1.86 MW RMSE, surpassing RF (82.1%, 2.07 
MW) and SVR (71.8%, 12.27 MW) by 12% accuracy and 10% error reduction. CatBoost achieves high 
scalability accuracy, adept at categorical features like policy support. The robust ML framework 
uncovers patterns for proactive energy management, emphasizing hydro's dominance (~130 MW) and 
environmental correlations (6–7 m/s winds). This advances smart grids, cuts CO₂ emissions, and 
supports climate goals, guiding policy and infrastructure for equitable, low-carbon ecosystems. 
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Numerous foliar diseases that can significantly impair fruit quality and yield are common in citrus crops. 
Accurate and timely disease detection on citrus leaves is essential for managing both crops and diseases. 
This study examined how well four machine learning algorithms—KNearest Neighbors, Support Vector 
Machine, Decision Tree, and Random Forest—classified five categories using a citrus leaf dataset: Black 
Spot, Melanose, Canker, Greening, and Healthy. By combining classifiers in pairs, groups of three, and 
as an ensemble of four models, the study investigated ensemble learning in addition to evaluating each 
classifier separately. With an accuracy of 90%, the results showed that Random Forest was the best-
performing single classifier; the Support Vector Machine and K-Nearest Neighbors classifiers performed 
similarly, in the mid to high 80% range. All four classifiers combined produced the best result at 90% 
accuracy, and all ensemble methods outperformed a single classifier. The study’s conclusions 
demonstrate how ensemble learning can increase accuracy and dependability, advancing multiclass 
classification for the detection of plant diseases. The proposed approach offers a dependable and scalable 
solution for automated citrus leaf disease diagnosis, which could be integrated into real-time agricultural 
decision support systems. 
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Photoplethysmography (PPG) sensors are one of the widely used sensors today. From wearable bands 
to clinical machines, PPG is widely used to detect heart rate and rhythm. Although the origins of the 
components of the PPG signal are not fully understood, it is generally accepted that they can provide 
valuable information about the cardiovascular system. There has been a resurgence of interest in the 
technique in recent years, driven by the demand for low-cost, simple, and portable technology for 
primary care and community-based clinical settings, the wide availability of low-cost and small 
semiconductor components, and the advancement of computer-based pulse wave analysis techniques. 
PPG signal is potentially used in Atrial fibrillation (AF) detection due to the convenience and similarity 
in physiological origin to the electrocardiogram (ECG). Previous studies have shown the possibility of 
using the peak-to-peak interval of the PPG signal in AF detection. The objective of the study is to apply 
deep learning models that assist in Atrial fibrillation detection using PPG signals 
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Blockchain networks revolutionize digital trust by replacing central authorities with distributed 
participants who maintain and secure the system. The fairness of incentive distribution remains a 
concern as, in Proof-of-Work (PoW) systems, the winner-takes-all model disproportionately rewards 
miners with higher computational power, sidelining honest contributors who expend significant energy 
without return. This undermines decentralization, discourages participation, and contradicts 
blockchain’s foundations. This paper proposes a modular reward enhancement mechanism that fairly 
recognizes miners’ efforts in PoW systems. The approach uses a fixed-length dynamic contribution 
window to track hash attempts locally. Miners periodically share concise metadata—nonce ranges, 
timestamps, and effort logs—with peers via a decentralized P2P network. A lightweight verifier node, 
elected dynamically through a round-robin or stake-weighted hash lottery, validates these claims. 
Verified effort data is then used to distribute micro-rewards from a designated side pool proportional to 
each miner’s contribution. This model preserves the competitive block race while introducing equitable 
effort-based incentives, reducing centralization and improving energy justification. It prevents selfish 
strategies, supports smaller nodes, and remains compatible with existing infrastructures, contributing to 
a more sustainable and inclusive blockchain ecosystem.  
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The Polycystic Ovary Syndrome (PCOS) is a prevalent hormonal disorder, mostly found in women of 
reproductive age, where accurate and early diagnosis is crucial for effective management. Ultrasound 
imaging remains a primary non-invasive diagnostic tool; however, challenges in image variability and 
interpretation often hinder dianostic precision. This study presents innovative deep learning fusion with 
image registration method, aimed at improving the alignment and consistency of ultrasound images to 
enhance PCOS diagnosis accuracy. By leveraging convolutional neural networks and advanced methods 
of feature extraction, the proposed framework achieves robust and precise registration of ovarian 
ultrasound scans, enabling better visualization and comparison of ovarian morphology. Experimental 
results demonstrate significant improvements in registration, leading to more reliable identification of 
PCOS characteristics such as follicle count and distribution. Our findings suggest that integrating deep 
learning-driven image registration into ultrasound analysis pipe-lines can substantially augment 
diagnostic confidence and support clinicians in making timely and accurate PCOS diagnoses 
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Federated Machine learning (FML) has become a popular approach that performs decentralized analysis 
of sensitive data, such as financial sector data, to allow secure model training across distributed platforms 
without the need for sensitive data to be uploaded. Federated learning is used to train financial fraud 
detection models where it was explored how federated learning can be approached while minimizing 
the tradeoff between the utility of the model and privacy of the sensitive data used. An enhanced privacy-
preserving framework is proposed where the Baseline Fedprox algorithm was enhanced with Attention-
Aware Privacy and a Hybrid Security Model. This created a more advanced and secured financial 
business models. Experimental results involving baseline accuracy measures along with convergence 
stability measure shows that the proposed approach guarantees strong privacy while maintaining a high 
performance score, making it suitable for financial models where data privacy is utmost priority. 
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In the present situation, as the population is expanding slowly but surely, nature should be clean and 
hygienic. As the population continues to grow steadily, nature must remain pure and sanitary. Water-
filled trash cans create an unhealthy environment in many metropolitan areas. Additionally, the 
discharge of hazardous pollutants such as CO2, smoke, alcohol, benzene, and NH3 into the air is caused 
by these waste compartments. Our proposed model, an Internet of Things (IoT)-based waste and smart 
air quality monitoring system, would be beneficial in keeping an eye on this scenario. Currently, 
frameworks and IoT energy are combined to create a more effective working arrangement and quickly 
finish tasks. This paper examined the facts surrounding monitoring garbage quantity and air quality in 
a display we had set up. A web server used the internet to send a message to the relevant authorities 
identifying the amount of garbage inside the dustbin, smoke detection and alarm, and dangerous gases 
in the atmosphere. The quality assessment later showed improvements in our workflow and the paper's 
quality, as evaluated using Kitchenham’s review system. 
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Workers in China have played a foremost role in the economic uplifting of the country. A robust work 
ethic has factually driven the economies; through concentrated export-led industrial production fueled 
by its gigantic workforce. Chinese workers, predominantly migrant laborers from rural to urban regions, 
have been the dynamic force behind China's quick economic de-velopment and national growth for the 
past four decades. Their contributions converted the nation into a worldwide manufacturing hub and 
drove substantial societal change. Migrant workers were vital for the building of China's enormous 
infrastructure ventures, comprising railways, bridges, and high-rise building. Rapid economic growth 
by progressive engagement of rural labour in China – based optimization algorithm is integrated with 
optimal impact of digital commercial advertising on consumers - based algorithm. The optimal impact 
of a digital commercial advertisement on a consumer is an, worldwide outcome, nevertheless relatively 
a vibrant procedure prejudiced by abundant factors. The maximum active commercial advertisement 
engross customers by personalization, trustworthiness, and responsive association, leading to 
quantifiable consequences like augmented brand alertness, customer fulfilment, and greater purchase 
intent. Promotions that generate emotions like cheerfulness, recollection, and eagerness which construct 
sturdier associations among the brands and its audiences. Translucent communiqué, authentic reviews, 
and reliable brand storytelling construct the trust, which is an acute intermediary in the association 
amongst promotion and customer behavior. 
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Breast cancer is one of the leading causes of cancer-related deaths for women around the world, and 
early detection remains important to enhance survival and treatment outcomes. Classical machine 
learning models, especially Support Vector Machines (SVM), have been developed for breast cancer 
diagnosis and tested on various datasets and demonstrated good performance. Quantum Machine 
Learning (QML) has emerged as an application of quantum computational feature spaces to yield 
improvements in classification performance. In this work, we evaluate Quantum Support Vector 
Machines (QSVM) on the Breast Cancer Wisconsin dataset, and systematically compare the performance 
with the classical SVM. Our preliminary results show that QSVM achieves accuracy up to 97.4% with the 
ZZFeatureMap at six qubits and 98.2% at twelve qubits. The accuracy is competitive with the classical 
SVM with RBF kernel (98.2% accuracy). The runtime analysis further demonstrates the trade-off between 
the number of qubits and training time. Overall, this research supports that QSVM can produce 
comparable predictive accuracy to strong classical SVM baselines and provides a route towards 
quantum-enhanced diagnostics within health care. 
 
 

591 Data-Centric Approach to PEM Fuel Cell Performance Prediction 
bharti Panjwani; Daniel Rodrigues; vijay Mohan; Darshan R Rao; Harshith Raju; Ananya Naik  

SMVITM, Bantakal 
bharti.cs@sode-edu.in 

 
PEMFCs referred to as Polymer Electrolyte/Proton Exchange Membrane Fuel Cells are considered as the 
source of environmentally sustainable transportation around the globe. With the current technologies, 
they haven’t yet reached their full potential, and thus, effective supervision and regulation of a PEM fuel 
cell is necessary to ensure the reliability and optimal performance of such systems. Due to changes in 
input conditions and system parameters, the stack voltage is also susceptible to fluctuations, making it 
essential to understand the dynamics involved in this at the initial stages. At this point, Machine and 
Deep Learning approaches tend to offer an efficient and reliable way to evaluate the performance of the 
engineered system across numerous scenarios before it is employed in real-world applications. The 
purpose of this study is to introduce a stacked ensemble machine learning based model developed in 
order to predict stack voltage based on a number of operational parameters including current, pressure, 
gas flow, humidity and temperature. The approach used combines the characteristics of various machine 
learning models with Ridge Regression functioning as the meta-model to predict the voltage as the 
output. Simulated data is derived from a PEMFC stack, which is used to train the model. The model 
functions better in terms of accuracy and Root Mean Squared Error(RMSE) than any other individual 
machine learning model. The proposed model enables real-time monitoring, supports system 
automation, while also enhancing the efficiency of the PEM Fuel Cell stack system. 
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Brain tumor - an abnormal growth of brain cells, can be detected using Magnetic Resonance Imaging 
(MRI) technique. MRI greatly helps in clinical diagnosis and treatment planning for brain tumors. 
Automated deep learning approaches, particularly Convolutional Neural Networks (CNNs), have 
shown remarkable success in medical imaging tasks. Among the widely used CNN architectures, Visual 
Geometry Group architectures (VGG) are known for their simplicity, consistency, and high performance 
in image classification. This study presents a comparative analysis of VGG16 and VGG19 for brain tumor 
classification using MRI datasets and effect of using a common limited dataset to train both the models. 
Four classes of Brain tumor are considered - Glioma, Meningioma, Pituitary and no tumor. Both models 
were trained using the same data, pre-processing and hyperparameters for the classification task. Their 
performance was assessed in terms of accuracy, precision, recall and F1-score. Results demonstrate that 
while both VGG16 and VGG19 exhibit excellent computational efficiency and convergence speed, 
VGG19 becomes prone to overfitting as deeper architectures like VGG19 require even larger image 
datasets for training as compared to VGG16. 
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The aim of the present study is to explore some applications of the Apostol-type Bell-based Frobenius-
Tangent-Euler polynomials of complex variable. Initially, using generating function methods, the 
relationship between these numbers and Apostol-type Bell-based Frobenius-Tangent-Euler polynomials 
for the special value is obtained. Subsequently, employing the derivative operator to the generating 
functions for Apostol-type Bell-based Frobenius-Tangent-Euler polynomials, a formula involving these 
numbers is derived. Using this formula, we present some recurrence relations along with their 
applications. Finally, some observations regarding these numbers are presented. 
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The present work investigates the utilization of the polyexponential method in exploring various classes 
of special polynomials and numbers. By employing the polyexponential operator, several new identities 
and representations are established for fundamental mathematical entities such as Bernoulli numbers 
and polynomials, Stirling numbers, and the Riemann zeta function. In addition, the study highlights the 
intrinsic connections between the polyexponential function and degenerate Stirling numbers, revealing 
deeper structural relationships among special numerical sequences and polynomial families. The 
obtained results not only extend existing mathematical frameworks but also introduce novel applications 
that enhance the analytical understanding of these special functions. 
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Efficient temperature control is one of the biggest challenges in modern data centers. When servers 
operate at excessively high temperatures, their performance degrades due to ageing effect. This enhances 
the burden on cooling systems, which increases the energy consumption and operational cost. To address 
this, the present study developed a machine learning (ML) framework for predicting server hotspot 
temperature (Thost). The dataset used in this study is derived from real server logs. These logs 
continuously record operating conditions, such as CPU load, memory usage, fan speeds, network traffic, 
and multiple temperature readings, which demonstrate the behavior of servers under varying 
workloads. The dataset underwent a robust preprocessing pipeline, which includes enforcing physical 
limits, logical rules, logarithmic transformations, etc., to ensure consistency and realism. Experimental 
findings show that Random Forest provides the most efficient prediction with 99.56% R2 and 0.8174 
RMSE. 
 
 

619 Enhancing Braille Recognition Through Image Processing and 
Conversion Efficiency 

Amrita Vishwa 
Vidyapeetham, Bangalore 

bl.en.u4cse22119@bl.students.amrita.edu 
 

Braille is a system of raised dots that can be read with the fingers of blind people or those who have low 
vision. Braille is a language that is understood by only the blind, so here comes a necessity to ensure that 
others can properly interpret the braille code to ensure efficient communication and linguistic accuracy. 
This can be done through the appropriate conversion of Braille to other easily interpreted languages. It 



   
is also important to understand that the converted text implies the meaning of the base text, so it is 
important to spell-check the converted text. The converted text preserves the intended sense of the 
original content by utilizing sophisticated image processing techniques offered by the OpenCV library 
to detect Braille dots, segment characters, and convert them to binary arrays. These arrays are then 
translated into English using hash maps and hash sets. Arrays and array lists facilitate data handling and 
manipulation throughout the process. Additionally, the usage of dictionaries in spell-checking ensures 
linguistic accuracy in the converted text, preserving the original content’s meaning. This method allows 
people with visual impairments to communicate accurately and meaningfully, which not only improves 
accessibility but also fosters diversity. 
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With the growing population of elderly individuals, the number of Parkinson’s disease (PD) patients is 
increasing worldwide. Healthcare is rapidly evolving, toward intelligent and data-driven systems. These 
systems are capable of monitoring patients remotely with high precision. However, in resource-limited 
areas, it becomes difficult to track PD. Hence, voice biomarkers become crucial in tracking the disease. 
However, the effectiveness of the machine learning models under real-life data remains uncertain. Real-
life data is noisy and irregular hence adding a new dimension to the evaluation of models. We study 17 
predictive models, including classical algorithms, ensemble techniques, and MLPs, on the Oxford 
Parkinson’s Disease Telemonitoring Dataset. We also study the effectiveness of Contrastive Feature 
Masking. Contrary to expectations, CFM consistently reduced performance. The 5-layer, 512-unit MLP 
was least affected and achieved the strongest results (R2=0.439, MSE=62.15, MAE=5.98). Simulated 
experiments revealed that even small data-quality degradations cause massive performance loss. SHAP-
based interpretability identified DFA, PPE, and RPDE voice complexity metrics as the strongest 
contributors. Overall, our findings highlight that architecture selection and data quality play a massive 
role than post-hoc evaluations. 
 
 

623 ANN Predicted Multi Optimization of FSW Considerations for Al 6082 
Alloy using AHP, and TOPSIS Techniques 

Vivek John , Saurabh Aggarwal, Vinny John 
Uttaranchal University 

vincentvivek09@gmail.com 
 
Managing multiple objectives is a crucial subject in difficult industrial applications. Industries have tried 
a variety of methods to comprehend the input machining characteristics. This study focuses on using 
TOPSIS, AHP (Analytic Hierarchy Process) techniques which used for optimizing multiple objectives for 
identification of the optimum parameters, their combinations and preferential order by identifying 
resemblance to the AHP and ideal solution. This method of multiple-objective method has been utilized 
for surface roughness minimization simultanously. Further, ANN modeling is employed as it compares 



   
training methods such as radial basis and back propagation to get more accurate results. ANN indicators, 
confirms the trends and Taguchi and ANOVA revealed that welding speed (Sw) influenced significantly 
on the welding strength of Al 6082 alloy. Trial run six with a welding speed of 900 rpm, rotational speed 
of 35 mm/min, and shoulder diameter of 12 mm was determined to have an optimal rate of joining. This 
sample outperformed due to its optimum welding speed, and high hardness to produced better-density 
joint.  
 
 

624 Preserving Tradition with Technology: A Real-Time Model for 
Kangayam Bull Detection in Eru Thazhuvudhal 

K.Iyshwarya Ratthi, Arul Kumaran.S, Shreya K 
Thiagarajar College of Engineering 

kirece@tce.edu 
 
Accurate detection of indigenous Kangayam breed plays a crucial role in automated Jallikattu 
monitoring, a traditional bull-taming sports. However, breed-specific detection, especially for the 
Kangayam breed, has not received sufficient focus in computer vision literature. Moreover, high-
performing object detection models often demand substantial computational resources, limiting their 
deployment on field-based or edge devices. To address these challenges, we propose an efficient 
detection framework for Kangayam bull based on the latest YOLOv11 architecture. In this study, we 
evaluate and compare five variants of YOLOv11 (YOLOv11n, s, m, l, and x) on a custom-built Kangayam 
Detection Dataset. Our improved approach integrates a lightweight backbone using ShuffleNetV2 in 
YOLOv11n and employs depth-wise separable convolutions in the Neck to reduce computation. 
Furthermore, multi-head self-attention (MHSA) is incorporated before the backbone’s output stage to 
enhance breed- specific feature extraction. Experimental results show that our optimized YOLOv11n 
variant attains a mean Average Precision (mAP) of 92.8%, and model size of only 2.1 MB, offering 
an 86.5% reduction in weight compared to YOLOv11s. Additionally, the detection speed improves by 
72.3%, making the model ideal for deployment on low-power edge devices. This study contributes a 
scalable and real-time solution for bull breed classification and promotes the adoption of lightweight AI 
in agricultural monitoring systems. The Kangayam- YOLOv11 dataset developed in this work will be 
released publicly to encourage further research. 
 
 

627 Data Science: An Approach in Mechanical Engineering for Predictive 
Modeling to Reduce Failures in Stainless Steel using Artificial Neural 

Network 
Vivek John, Saurabh Aggarwal, Vinny John, Amit Kumar Maurya 

Uttaranchal University 
ervincentvivek09@gmail.com 

 
The application of intelligent systems to improve the functionality and optimization of manufactured 
parts in factories is now a necessity. Accurate predictions are crucial for decision-making in fields like 
business, medicine, engineering, and other fields. All scientists, engineers, and factory workers need to 
study and use one of the newest and most popular of these techniques, which are termed "Data Science. 
“This article provided a quick introduction to data science, evaluated its methodologies, with an 



   
emphasis on how it is used in mechanical engineering, as well as the difficulties it faces and potential 
solutions. The process that a data scientist must follow in their work is detailed in the sections that follow. 
Additionally, certain projects in the field of mechanical engineering that employed data science 
techniques are evaluated. Practice has been done to highlight why using data science in mechanical 
engineering research and projects is essential in light of the topics that have been covered in the article. 
In order to create a reliable mathematical model for this investigation, Taguchi’s optimization 
investigation was used to stabilize the relation between the response variables MRR and surface 
roughness. The ANN model effectively predicted the Material Removal Rate (MRR) (0.625 gm/min actual 
compared to 0.623 gm/min forecasted) and Surface Roughness (SR) (1.36 μm actual versus 1.78 μm 
forecasted. 
 
 

628 Satellite-Based CNN Detection of Corporate Sustainability and 
Environmental Human Rights Infractions in India, China, and the USA 

Sushmita Dhar, Mohd Imran 
Chandigarh University 

sushmita.r243@cumail.in 
 
This study focuses on the integration of convolutional neural networks with satellite remote sensing in 
order to identify corporate environmental human rights violations in India, China and the United States. 
A systematic literature review using modified PRISMA methodology collated multidisciplinary evidence 
that included deep learning applications, environmental law and corporate sustainability frameworks. 
CNN architectures achieved detection accuracies of more than 90% on deforestation, water pollution, 
and unauthorized waste disposal with the temporal analysis of patterns of systematic evasion of 
compliance revealed. Cross-jurisdictional analysis revealed different typologies of violations: in India, 
there was a presence of waste-related violations, in China there was evidence of sophisticated methods 
of concealment while in the USA there were complex federal state regulatory problems. Extended 
Producer Responsibility compliance rates varied between 34-89 percent in jurisdictions, so there are 
significant implementation gaps. The combined CNN-GIS monitoring system provided close to real-time 
detection with processing latencies down to 27 minutes, which confirmed the technical feasibility for 
scalable regulatory enforcement improvement, however, it required jurisdictional adaptation of legal 
frameworks on admissibility of satellite-derived evidence. 
 
 

629 Integration of a Machine Learning Model to Enhance Post-
Manufacturing Processes 

Şaban Demirci (Yildiz Technical University)*; Orhan Çakır (Yıldız Technical University) 
Demirci, Şaban*; Çakır, Orhan 

 
This study has the potential to revolutionize manufacturing workflows by enhancing efficiency, 
accuracy, and error handling.  It introduces a Fusion360 add-in that automates CAM data extraction and 
utilizes Gemini, a cloud-based AI engine, to analyse machining operations, toolpaths, and workpiece 
geometry.  The system exports data in JSON, CSV, and STEP formats, enabling comprehensive analysis 
and documentation.  Gemini evaluates the extracted data to identify inefficiencies, optimise tool 
selection, and recommend improvements, presenting results through a scoring system for efficiency, 



   
quality, and safety. The add-in features real-time progress tracking, intuitive user interfaces, and 
visualized results to enhance user experience.  While currently suited for individual projects, future 
development aims to scale the system for industrial applications by incorporating advanced AI models 
and algorithms.  This study demonstrates the feasibility of AI integration in manufacturing, paving the 
way for faster, more efficient, and error-free production processes. 
 
 

633 Robust Chronic-Kidney-Disease Prediction Under Missing and Noisy 
Clinical Data: A Comparative Study of Model–Imputation Pairs 

Lavesh Goyal, Divyansh Sirohi, Himanshu Gupta 
Manipal Institute of Technology 

lavesh.mitmpl2023@learner.manipal.edu 
 
Clinical prediction models often look excellent on tidy datasets but struggle on ordinary hospital records 
that contain gaps and noisy measurements. This work examines chronic kidney disease (CKD) prediction 
under those conditions rather than ideal ones. The analysis uses 400 patient cases from Apollo Hospitals, 
Tamil Nadu, keeping the native 10.6% missing values. Three imputation routes, such as median 
substitution, K-Nearest Neighbours, and multiple imputation by chained equations (MICE), are 
employed to analyse the performance of Logistic Regression, Decision Trees, Random Forest, XGBoost, 
and Multi-Layer Perceptron (MLP). Further, the performance of these models is evaluated on a cleaned 
test dataset, with extra missingness at 10–40% (both MCAR and age-linked MAR), and with Gaussian 
noise at 5–20%. Result shows that the performance of models on raw dataset significantly improves up 
to 3.6% with MICE imputation strategy relative to simple approach. Additionally, missing values have a 
greater impact on performance than moderate measurement noise. Further, Random Forest and shallow 
neural networks show higher resilience. This suggest their suitability for deployment in data-limited 
clinical environments. 
 
 
639 Real-Time Physiological Monitoring Using Wearable Sensors for Acute 

Mountain Sickness Prediction 
Priya Patel, Md Mushfiqur Rahman Chowdhury,Pooja Sharma,Shubhajit Roy Chowdhury 

Indian Institute of Technology, Mandi 
patelpriyah7@gmail.com 

 
This study introduces a wearable, portable device for early Acute Mountain Sickness (AMS) detection 
using integrated real-time physiological sensors. The device records SpO₂, heart rate, CO₂, and galvanic 
skin response (GSR), which was validated in a preliminary trial involving two healthy female subjects at 
different altitudes. The results demonstrated stable SpO₂ readings between 87% and 100%, with the 
sensor reliably reflecting physiological acclimatization at rest and postexertion. Heart rate measurements 
ranged from 78 bpm to 166 bpm, aligning with normal responses and showing transient spikes due to 
motion or sensor placement, whereas GSR values between 257 and 321 confirmed the module’s stress 
sensitivity. CO₂ readings, measured at 575–723 ppm, indicate sensor limitations and require further 
calibration for accurate exhaled CO₂ detection. Data transfer via Bluetooth and visualization on an LCD 
confirmed the full hardware integration and field viability. Multi-sensor fusion shows promise for 
constructing an AMS index, with SpO₂ assigned high weight and HR, CO₂, and GSR assigned moderate-



   
to-low weights within algorithmic analysis. These results lay the groundwork for robust AMS 
monitoring, although further work is needed for sensor calibration, multisubject validation, and 
enhanced algorithm development for predictive accuracy at high altitudes. 
 
 

652 Analysing the Efficiency of SRAM Cell Utilizing FinFET Technology 
based Reversible Logic: A Performance Evaluation 

Subarna Mondal (Makaut, West bengal)*; Soumya Dutta (Makaut, West Bengal); SOUMYA SEN (Dr. B.R. 
Ambedkar National Inst. of Technology ,Jalandhar ,India); Ashish Raman (NIT, Jalandhar); Sahil Hamid 

(NIT, Jalandhar); Angshuman Khan (UEM Jaipur) 
Mondal, Subarna*; Dutta, Soumya; SEN, SOUMYA; Raman, Ashish; Hamid, Sahil; Khan, Angshuman 

 
For ultra-low power nano-computing and future technologies like quantum and optical computing, 
reversible logic promises an intriguing computing paradigm. Unlike conventional circuits, reversible 
circuits utilize reversible gates with a unique input-output mapping, making them ideal for constructing 
circuits with ultra-low power that surpass the KTln2 limit. This is particularly crucial for emerging 
nanotechnologies where minimizing effective heat dissipation management depends on energy 
dissipation brought on by information destruction. Power dissipation is a pressing concern in low-power 
Very Large-Scale Integration (VLSI) circuit design, especially as the demand for high-capacity electronics 
continues to grow with advancing technology. Static Random Access Memory (SRAM) is favoured for 
its rapid performance in data storage and processing. However, the additional memory cells being used 
have resulted in greater power being used. While various low-power techniques are utilized in SRAM 
cell design, adiabatic logic, exemplified by reversible gates, stands out for its ability to minimize heat 
dissipation entirely. In this research, we have employed reversible logic gates in the development of a 6T 
static random-access memory (SRAM). These gates are made with 22nm FinFET technology. By 
addressing the crucial problem of power degradation in low-power VLSI circuit design, the goal is to 
lower leakage power consumption in memory applications. 

 
 

653 A State-of-the-Art Review on Feature Extraction and Classification 
Techniques for Motor Imagery EEG Signals for Brain-Computer Interface 

KM Nidhi Sharma; Pawan Pawan; Pradeep Pant 
Meerut Institute of Engineering & Technology (MIET) 

nidhi.sharma.mtcs.2024@miet.ac.in 
 
Brain-Computer Interface (BCI) systems that use motor imagery (MI) for human-machine interaction got 
so much consideration these days. Systems that are working on this concept, require robust techniques 
for extracting characteristics from electroencephalogram (EEG) signals and precise classification 
algorithms to function properly. These systems rely on reading brain activity from EEG signals. The 
Wavelet Transform (WT), Common Spatial Pattern (CSP), Empirical Mode Decomposition (EMD), and 
other sophisticated feature ex-traction algorithms are all thoroughly examined in this study. 
Additionally, the accuracy, flexibility, and computational efficiency of popular classification techniques, 
for example Support Vector Machines (SVMs), Linear Discriminant Analysis (LDA) are investigated. The 
review aims to highlight recent advancements, present challenges, and possible impending study 
directions to improve the efficacy of MI-based EEG signals for BCI systems. 



   
672 Evo-RRT*: Evolutionary Programming for enhancing RRT* paths toward 

time efficient navigation 
Priyanka Upadhyay, Ravinder Singh 

Netaji Subhas University of Technolgy, New Delhi India 
engg.ravindersingh@yahoo.com 

 
Path optimization problems associated with various factors such as smooth trajectory, low space 
complexity with the shortest path, collision avoidance, etc. Conventional Informed Rapidly Exploring 
Random Tree (IRRT*) is keen solution to the path planning problem however reliability of IRRT* reduces 
as generated path contain a greater number of discontinuity nodes in complex environment that result 
in time lag reaching the destination. The proposed Evo-RRT* (hybridization of Evolutionary 
programming with Rapidly exploring Random Tree) addresses these challenges by incorporating the 
RRT* with EP along with the concept of compliant segments and. The initial path is generated using 
RRT* and Evolutionary Programming subsequently refines it through operations such as smoothing, 
deletion of redundant nodes, visibility enhancement, and waypoint updates. The proposed technique is 
tested in various environmental setups and 5.6% reduction in path length, 12.1% reduction in 
computational time and 34% reduction in sharp turn evaluated against the conventional IRRT*. The 
proposed research work provided an efficient solution in path optimization problems and applicable in 
autonomous navigation, search and rescue operation, trajectory optimization, etc. 
 
 

676 Drone Detection Using Dual Modality with YOLOv8 
Vaibhav Mahawar 

Dr B R Ambedkar NIT Jalandhar 
vaibhavkm.mi.24@nitj.ac.in 

 
The growing use of small unmanned aerial vehicles (UAVs) in civilian and restricted areas calls for strong 
real-time detection systems that can work in a variety of weather conditions. Most studies look at visible 
and thermal infrared (IR) images separately, which leads to detectors that only work for one type of 
image and don't work well across domains. We propose a unified IR-Visible aerial-object detection 
framework based on YOLOv8, trained on a large dataset of 20,323 multi-modal frames with four 
operational classes: aeroplane, bird, drone, and helicopter. A full preprocessing pipeline from MATLAB 
to Python has been built to turn raw IR and visible video annotations into structured YOLO-format 
training samples. This will improve small-object sensitivity across all modalities. The suggested method 
provides a scalable, modality-neutral detection solution that can be used for airport surveillance, long-
range monitoring, and real-time security. 
 
 
677 Predicting the Thermal Conductivity of Epoxy–Filler Composites Using 

Deep Learning for Cryogenic Applications 
Gottimukkala Syamuel Raj (Dr B R Ambedkar National Institute of Technology Jalandhar)* 

Syamuel Raj, Gottimukkala 
The use of epoxy-filler composites in satellite systems to attach sensors is increasing, as traditional 
materials are unstable in zero atmospheric conditions and differential thermal conditions in space. Epoxy 
composites give stronger bonds, but they have low thermal conductivity, which in turn limits heat 



   
dissipation from sensitive instruments. The conductivity of the epoxy composites is increased by adding 
high-conductivity fillers into them while preventing thermal buildup and ensuring secure sensor 
attachment. Predicting the effective thermal conductivity (k_composite) of these materials is challenging 
because heat transfer depends on nonlinear interactions among constituent conductivities, filler loading, 
interfacial resistance, and temperature. These effects are enhanced under cryogenic conditions, where 
phonon scattering dominates. Classical analytical models such as Maxwell, Bruggeman, and percolation 
theory often fail to represent these complex behaviours accurately. This study develops a Deep Learning 
(DL) algorithm to predict the thermal conductivity of epoxy–filler composites using 364 samples defined 
by matrix thermal conductivity (k_base), filler thermal conductivity (k_filler), filler volume fraction (ϕ), 
and temperature (T). A Deep Neural Network (DNN) was optimised using Bayesian Optimisation, 
achieving a test R2 of 0.97, outperforming baseline models. The results demonstrate the effectiveness of 
deep learning in modelling cryogenic thermal behaviour and support the design of thermally efficient 
bonding materials for next-generation aerospace applications. 
 
 

678 PCA-Enhanced Stacking Ensemble for Multisite Autism Spectrum 
Disorder Classification Using sMRI and rs-fMRI 
Jyoti Sharma (DR B R Ambedkar National Institute of Technology)* 

Sharma, Jyoti* 
 
Early and timely ASD detection is becoming more important as cases continue to rise. In this study, we 
developed a framework that uses both sMRI and rs-fMRI and extracted radiomic features capturing 
intensity, gradients, shape, and texture. These features were combined and adjusted to reduce differences 
between sites and a PCA-based stacking model—using Random Forest, Gradient Boosting, Logistic 
Regression and XGBoost was trained on them. This integration helped stabilize the feature space and 
reduce noise introduced by scanner variability. The system reached 0.769 accuracy, 0.719 AUC, 0.875 
sensitivity, and 0.60 specificity. The PCA component analysis revealed key features, mainly intensity and 
GLCM texture measures, contributing to predictions. These observations indicate that engineered 
radiomic patterns carry meaningful information relevant to ASD related neurodevelopment. Such 
additions helped the model handle differences across subjects more reliably. This provided a more stable 
baseline. Taken together, the data point to multimodal MRI and transparent modeling as a better way to 
detect ASD. 

 
 

679 Deformable-Token Transformers with Diffusion Suppression for Sub-
Centimeter Pulmonary Nodule Detection 

 
 
Pulmonary nodules are severe conditions, which require correct and valid identification of pulmonary 
nodules in the diagnosis of lung cancer at an initial stage. We propose DETECT-S3, a unified system that 
incorporates candidate generation, deformable 3D tokenization, cross-view consistency transformers, 
and multi-headed prediction and calibrated scoring. The system also introduces a few novel training 
strategies including Multi-Instance Curriculum (MIC) to conduct gradual supervision, Uncertainty-



   
Aware Candidate Mining (UCM) to refine hard examples, and Diffusion-based False Positive 
Suppression, which enhances accuracy and robustness. Radiomics-augmented tokens also introduce 
handcrafted features into the transformer space by use of representation augmentation. To obtain clinical 
reliability, DETECT-S3 instituted more advanced calibration mechanisms such as test-time adaptation 
and conformal prediction which provide well-calibrated confidences estimates. Detected from 
benchmark CT data, the sensitivity of DETECT-S3 is higher and the false positive rate is lower than 
existing methods such as 3D Faster R-CNN, Swin-UNETR, and nnDetection. The work offers a clinically 
viable, interpretable, and uncertainty aware resolution to the computer-aided lung nodule detection, 
which improves credible AI in medical imaging. 

680 A Robust ORB Pipeline with Depth Filtering for Improved Pose 
Accuracy 

Yashika Arya (Dr. BR Ambedkar National Institute of Technology)* 
Arya, Yashika* 

 
Visual SLAM(Simultaneous Localization and Mapping) systems that rely on RGB-D sensors often 
struggle with depth noise, especially along object boundaries and in low-texture regions. In this work, 
we explore a simple depth-aware extension to the ORB(Oriented FAST and Rotated BRIEF) feature 
pipeline that aims to make pose estimation more stable without altering the overall structure of a feature-
based SLAM system. The approach introduces two additions: a bilateral filtering step applied to the raw 
depth map, and a depth-based confidence weighting that influences the PnP(Perspective and Point) 
andRANSAC(Random Sampling Consensus) stages during camera motion estimation. We evaluate the 
method on two indoor sequences from the TUM RGB-D dataset (fr3 long office household and fr1 room). 
The depth filtering and weighting consistently help the system avoid pose jumps and reduce the 
influence of unreliable depth measurements, resulting in cleaner trajectories compared to the standard 
ORB baseline. The method remains lightweight and can be integrated into existing RGB-D SLAM 
pipelines with minimal overhead. 
 
681 Drone Detection Using Noise-Suppressed Acoustic Features in Low-SNR 

Environments 
Nausheen Zaidi (Dr. B R Ambedkar National Institute of Technology, Jalandhar)*; Sourabh Verma (Dr. B R 

Ambedkar National Institute of Technology, Jalandhar); Deblina Biswas (Dr. B R Ambedkar National 
Institute of Technology, Jalandhar); Om Prakash Verma (Dr. B R Ambedkar National Institute of Technology, 

Jalandhar) Zaidi, Nausheen*; Verma, Sourabh; Biswas, Deblina; Verma, Om Prakash 
 
The rapid expansion in the usage of unmanned aerial vehicles (UAVs) necessitates the development of 
sophisticated detection systems to ensure airspace security. Acoustic-based approaches give a good 
alternative to radar or vision, particularly in harsh conditions. This paper presents a noise-suppressed 
acoustic drone detection system based on a Bidirectional Long Short-Term Memory (BiLSTM) network. 
We offer a complete pre-processing pipeline that incorporates spectral filtering and noise reduction to 
increase feature quality. We gathered a varied audio dataset from online recordings, publicly accessible 
research datasets, and a synthetic dataset to improve model generalization in low-SNR settings. In 5-fold 
cross-validation, the classifier trained on Mel-Frequency Cepstral Coefficients (MFCCs) and associated 
delta features attained a mean test accuracy of 98.05%, with the best fold reaching 98.20%. These results 
show that our combined approach effectively detects UAVs in realistic acoustic 
settings, making it suitable for real-time monitoring applications. 
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Every year STEM Research Society Awards are generally given in the following categories: 
 

 Frontiers of Knowledge 
 Best Researcher (Female & Male) 
 Young Researcher (Female & Male) 
 Life Time achievement 
 Best Academician/Teacher/Mentor 
 Best Leadership 

 
Nominations are open for the Best and Young Researcher Award. The award in this category is based on 
the following parameters: 
 

 Scopus Citations  
 Google Citations  
 H and i10 Index 
 Number of Research papers published/accepted in the year (2025 - 2026) 
 Funded projects/Patents (filed/published/granted)/ Consultancy 

 
The list of previous awardees is available at https://stemrs.in/awardee.php  
For more details, please visit: https://stemrs.in/awards.php  
 
The 5th Science, Technology, Engineering, and Management (STEM) Award Ceremony will be held at Nit 
Jalandhar, in December 27, 2025. This prestigious event celebrates the remarkable achievements of 
professionals in various fields, acknowledging their contributions to research, academia, and leadership. 
Awards are distributed across multiple categories for both male and female recipients. The Young 
Researcher Award recognized emerging talents making significant strides in their fields. The Best 
Academician Award honored outstanding educators for their dedication and impact on students and the 
academic community. The Best Leadership Award celebrated exceptional leaders driving progress and 
innovation. The Excellence in Research Award was given to individuals who have demonstrated 
groundbreaking research and significant contributions to their disciplines. Lastly, the Best Researcher 
Award acknowledged those with a consistent track record of high-quality, impactful research. The 
ceremony highlighted the STEM - Research Society's commitment to fostering excellence and innovation 
across science, technology, engineering, and management disciplines. 
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